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Numerical Solutions of the scroll wave type on
Reaction-Diffusion systems: Applications to Cardiac

Dynamics

T E S I S

Que para obtener el grado académico de:

Doctor en Ciencias
(Matemáticas)
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Chapter 1

Introduction

Mathematical models have played a very important role throughout the history of
science. With the theory of differential equations developed by Newton, an infinite
amount of possibilities arose to describe phenomena that appears in nature.

In molecular biology, the use of mathematical models had its great breakthrough
with the work done in 1952 by professors Alan Lloyd Hodgkin and Andrew Hux-
ley where they developed a mathematical model to describe and explain the ionic
mechanisms that underlie in the initiation and the propagation of action potentials
in nerve cells. In 1963 they were given the Nobel prize in physiology-medicine due
to this remarkable achievement.

The work done by Hodgkin and Huxley not only has been used to study the ner-
vous system. Together, Arturo Rosenblueth and Norbert Wiener, on their research
paper “The mathematical formulation of the problem of conduction of impulses in
a network of connected excitable elements, specifically in cardiac muscle”, in 1946,
was the starting point of theoretical research in this field. Their paper seemingly
deals with cardiac arrythmia and its mathematical formulation.

The model of Wiener and Rosenblueth describes the propagation of an excitable
wave. It considers the motion of curves with free ends representing the wave front.
The attractive feature of this kinematic model is that it perfectly mimics biophysical
reaction-diffusion equations of waves in excitable media in the parameter window of
weak excitability (Brazhnik et al. (1988); Mikhailov et al. (1994)). The kinematic
theory of wave propagation attempts to follow the spatial and temporal aspects based
only on the fundamental underlying biophysical processes. It can predict differences
between the spatio-temporal aura pattern caused by a neural phenomena and those
caused by a vascular phenomena.

From here on, there has been a huge quantity of research devoted to understand
the origins and onsets of cardiac arrhythmias.

The use of the models that arose with this ongoing research has allowed to un-
derstand properties such as: propagation velocity, action potential duration (APD),
studies on the origin and break up of spirals, responsible for the appearance of
dynamic anomalies in the propagation of action potentials.

There are a wide range of models in the study of action potential propagation.
These depend on the type of cell that is being modelled. Some examples include the
4 variable Noble model (Purkinje cells), the Beeler-Reuter model, which is a generic
ventricular model consisting of 8 variables, the ten Tusscher-Noble-Noble-Panfilov
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2 Introduction

model, which is a human ventricular model with 24 variables, the Courtemanche-
Ramirez-Nattel model (1998), consisting of 21 variables, which models human atrial
cells, to name a few.

All these models have been developed, in their majority, thanks to experimental
work. Depending the different kind of questions that we want to address, we incline
towards a certain model.

A disadvantage when using these models is that there is not an analytical solu-
tion, and, therefore, they are required to be solved using a computer.

The principal problem that arises when solving the equations in these models is
that there are a wide variety of dinamics in them that are presented in very different
time scales. As a consequence of these, very small spatial discretizations are required
along with very small time steps in order to obtain numerical stable solutions.

The main purpose of this thesis is to develop and test numerical methods to solve
partial differential equations of the reaction diffusion type. More precisely, PDE’s
that appear in cardiac dynamics.

The numerical solution of equations that model the propagation of action po-
tentials in cardiac tissue is a very hard problem. Multiple temporal scales arising
from the local dynamics joined to stiffness of the diffusion operator, results in a
phenomenon that evolves in a multiple spatio-temporal scale. The solution of such
equations in two and three dimensions can be very time and memory consuming.
Such equations are part of a larger family known as the reaction-diffusion equations
and one of the main characteristic of this type of equations is stiffness in both the
diffusion and the reactive parts. Additionally to the stiffness of the diffusion part of
the equation, the active currents that lead to change in the membrane voltage are
highly nonlinear.

Scroll waves and scroll rings, special type of solutions to reaction-diffusion sys-
tems of equations, have been observed in excitable media, in particular in cardiac
tissue, where they are associated with cardiac arrhythmias.

The present thesis is divided in the following main parts:

(i) brief history of cardiac dynamics and preliminary theory (present chapter);

(ii) the study of scroll rings, described by the Karma model, in the parameter
region of weak meandering and positive filament tension. In here, the dynamics
of the scroll rings for the long time and their interaction with the boundaries
are numerically investigated for distinct initial conditions (Chapter 3);

(iii) the study and development of alternative numerical methods to those that
appear in the literature for solving equations of the reaction-diffusion type. In
here, a pseudospectral approach based on Chebyshev polynomials is considered
(Chapter 4). More over, in Chapter 5 we employ a numerical method developed
in Chapter 4, namely the CMD method, to (numerically) solve a reaction
diffusion system on an anisotropic heterogeneous media. To this end we also
include a methodology known as the phase field method, to treat irregular
geometries on a wide variety of domains.
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3

(iv) as an appendix, in Chapter 6, we include a section of computational studies.
More precisely, we discuss and present a comparison when performing numer-
ical simulations utilizing two of the most common known programming lan-
guages, C and Fortran, when parallel programming techniques are implemented
using graphic processing units. In here we discuss the different hardware equip-
ment used along with some advantages and dissadvantages of them. We have
tested our different implementations using three different cardiac models: a
simple two variable model, known as the Karma model; a more complicated 8-
variable model, known as the BR (Beeler-Reuter) model and a highly complex
human atria model known as the ten Tusscher model.

In the vast majority of cases when studying excitable media Biktashev et al.
(1994); Panfilov and Winfree (1985) and cardiac dynamics Clayton et al. (2011),
the numerical methods used to solve the model equations are based on finite differ-
ences schemes. This due to the simplicity of the implementation and because finite
difference schemes can be parallelized without too much effort Sato et al. (2009).

Other approaches used to solve reaction-diffusion systems in heterogeneous media
include Finite Element Franzone et al. (1998) and Finite Volume Harrild et al.
(2000), Wavelets Aziz et al. (2013); Hariharan and Kannan (2014), and the novel
radial basis fuctions approach Reutskiy and Lin (2017), to name some of the most
important.

Modelling cardiac wave activity can be done by means of the monodomain and
bidomain approach. In the class that use the monodomain approach to solve these
systems of equations there has been a variety of methods, ranging from the usual
finite difference methods (Peñaranda et al. (2012),Ying et al. (2008)) to more com-
plex ones like adaptive methods Heidenreich et al. (2008), whereas for the bidomain
approach we can also encounter the usual finite difference methods and also the ones
known as finite element and finite volume methods (Trayanova et al. (2011); Linge
et al. (2009); Vigmond et al. (2008)).

Reaction diffusion equations that model cardiac dynamics do not solve or model
in a very exact manner what really happens in nature. However, said models do
replicate relevant physiological properties. When solving, numerically, these kind
of systems, the aim is to do so as best as possible assuring that the phenomena
encountered are consequence of the model and not of the numerical solution. In this
sense, we do require reliable solutions obtained with the numerical methods in order
to build knowledge that allow us, for instance, to construct techniques to control
and monitor cardiac arrhythmias, develop studies on the impact of certain drugs, to
name some of the challenges remaining still to date.

In this work, we present also explicit, implicit and semi-implicit schemes based on
Chebyshev Multidomain Pseudospectral approach; some advantages and disadvan-
tages for each of them and estimates on the computing time to obtain approximated
solutions. Also, in this work a scaling law is discussed to find numerical equiva-
lence between all the cardiac models based on the Hodgkin-Huxley formalism with
a discussed example.

The main motivation to use these schemes based on Chebyshev polynomials is
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1.1 The Hodgkin and Huxley Model Introduction

UNa UK UL

gNa gK gL

C U

Figure 1.1: Electrical circuit to model the membrane of an excitable cell; gNa, gK
and gL are the conductances for sodium, potasium and leakage current, respectively,
and, UNa, UK and UL represent the Nernst potential for each respective ion. U and
C are the potential and the capacitance of the membrane, respectively.

that we want to achieve better precision (if possible), with less discretization points
and smaller time steps than the methods usually utilized. It is of great importance
also to solve these models on more realistic geometries and not only rectangular
slabs of tissue. Again, the main problem when trying this is, usually, that the more
realistic the geometry in question, the more points for the discretization is needed
and as a consecuence, smaller time steps are needed for the numerical solution to
converge. Then, the aim for utilizing Chebyshev pseudospectral methods is to be
able to relax the number of discretization points and, therefore, reduce the time
steps.

Also, even though we have tested these pseudospectral methods on cardiac mod-
els, they can be used on systems of the reaction diffusion type.

1.1 The Hodgkin and Huxley Model

An essential part of the work done by Hodgkin and Huxley was to establish that
the sodium and potassium channels can be open or clossed, and that this behavior
depends on the action potential of the membrane on a given time.

The main purpose of the Hodgkin and Huxley model (HH) is to describe the
changes of the potential U throughout the membrane. These changes are a direct
consequence of ion exchange through the ionic channels of the membrane, and the
conductance of said channels depends on the voltage and time. For a better under-
standing of the changes in U during an action potential it is useful to consider an
equivalent electrical circuit. Due to the fact that the proportion of the area of the
membrane that is covered by ionic channels is 100 times less than the part of the
membrane that acts as an insulator, the membrane can be considered as a capac-
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1.1 The Hodgkin and Huxley Model Introduction

itor with a leaking current. Because of this property, it is possible to formulate a
parallel RC circuit. The insulating membrane can be considered as a capacitor and
each ionic channel as a resistor variable. In figure (1.1) we show the corresponding
electrical circuit.

In the circuit, we have that for every ion a current, IS , is obtained that satisfies
the relation

IS = gS(U − US) (1.1)

where S refers to the K, Na or the leaking current given by the less important
ions; in equation (1.1), gS represents the conductance of the S ion, U is the mem-
brane potential and US is the Nernst potential or equilibrium potential of the S
ion.

The Nernst potential for any given ionic species is the membrane potential at
which the ionic species is in equilibrium; i.e., there is no net movement of the ion
across the membrane.

Utilizing Kirchoff’s laws of conservation for the circuit (1.1), we obtain the equa-
tion

Cm
dU

dt
= −Iion = −(INa + IK + IL)

= −[gNa(U − UNa) + gK(U − UK) + gL(U − UL)] (1.2)

where U is the membrane potential; Iion is the current carried by the ions through
the membrane; INa and IK represent the sodium and potassium currents, respec-
tively; IL represents a leaking current given by less important ions for the electrical
conductivity, such as Cl in the case of cardiac tissue and Cm is the membrane
capacitance.

For equation (1.2), Hodgkin and Huxley found that the conductances gNa and
gK depend on the voltage and time, developing a model in which the conductances
gNa and gK are given by the following

gNa = ḡNan
4, gK = ḡKm

3h (1.3)

where ḡNa and ḡK represent the maximum conductance and the variables m,n, h
are functions that depend on the voltage and time. The exponents of each of the
variables were determined experimentally, and said variables take real values between
0 and 1. Besides, each of these variables satisfies

dz

dt
= αz(1− z)− βzz (1.4)

where αz and βz depend on the voltage and the variable z correspond to the
variables m,n and h. The variables m,n, h represent probabilities that the case z is
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1.2 Brief History of the Cable Equation Introduction

in an open state and are known as gating variables. In equation (1.3), the terms n4

and m3h can be interpreted as the fraction of open channels for a given time.

We refer to Soto (2011) for a more detailed explanation on the derivation of the
model and the ionic currents.

1.2 Brief History of the Cable Equation

A simple core conductor can be described as a long thin tube of membrane that is
filled with a core of electrically conducting medium and is bathed on the outside by
another electrically conducting medium. This membrane tube is typically a cylinder
whose length is very much greater than its diameter. For nerve axons or dendrites,
the resistance to electric current flow across the membrane is much greater than the
core resistance for short length(that is, small, compared with the length constant of
the nerve axon or dendrite) increments along the cylinder. Because of this relative
distances, it follows that electric current inside the core conductor tends to flow
parallel to the cylinder axis for considerable distance before a significant fraction
can leak out across the membrane. It is this simple physical concept that provides
the basis for a cable theory treatment of steady-state distributions of current and
potential in neuronal core conductors.

Both the concepts and the mathematical theory of core conductors have played
a key role electrophysiology. They have provided a basis for the understanding of
electrophysiological observations in terms of the underlying anatomic structures.
The early mathematical theory arose from the need to interpret early experiments
made on whole nerve trunks.

Cable theory predictions were elaborated mathematically, computed numerically,
and displayed graphically, thus providing the basis for improved experimental de-
signs. This led to remarkable success in the characterization of axonal membrane
properties and cable properties. It is relevant to note that the most sophisticated
studies of nonlinear membrane properties were made under experimental condi-
tions(space clamp and voltage clamp) designed to eliminate cable properties. Al-
though this was highly successful with excised giant axons, such space clamping was
not applicable to cells with dendritic trees.

It is remarkable that not only electrophysiology, but also electrochemistry and
much of electrophysics, can be traced back to a common origin in the observations
and arguments of Galvani(Professor of Anatomy in Bologna) and Volta(Professor of
Physics at Pavia). Systematic physical measurements of electric currents generated
by nerve and muscle were begun in the 1840’s by Mateucci(Professor of Physics at
Pisa) and by du Bois-Reymund(in the Berlin physiological laboratory of Johannes
Müller).

With the development of core conductor theory and the improvement of exper-
imental techniques over the years, it became recognized that linear aspects of the
observed phenomena(those explained by means of a core conductor having a passive
membrane) should be distinguished from the nonlinear aspects. A classic example
was provided by the asymmetry found beneath the cathode and anode when ex-
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1.2 Brief History of the Cable Equation Introduction

Ui(x) Ui(x+ dx)

Cmdx Iiondx

Ue(x) Ue(x+ dx)

Cmdx Iiondx

Extracellular space

Cellular membrane

Intracellular space

redx

Ie(x)

Ii(x)

ridx

Itdx ↓ Itdx ↓

Figure 1.2: Circuit that models the cable equation

ternally applied current was just below the threshold for initiation of a propagated
impulse. Such nonlinearity was referred to as the local response by Hodgkin, Katz
and Rushton and was sometimes characterized as an active membrane property.

Cable theory dates back to 1855 when professor William Thompson(later known
as lord Kelvin) presented to the Royal Society a series of his excerpts from his
correspondence with professor Stokes. This provided a mathematical theory and
practical applications for the submarine (transatlantic) telegraph cable then being
planned. Thompson not only derived the cable equation, but also, being thoroughly
familiar with the mathematical advances of his time, he presented both steady-state
and transient solutions for particular cable boundary and initial conditions.

An important merit of cable theory is the simplifying assumption that reduces
the problem to a single spatial dimension, namely, distance along the cable; this
greatly facilitates the theoretical treatment of the problem. Since 1945 the two
most important presentations of cable theory(with applications to electrophysiology)
have been provided by the now classic papers of Hodgkin and Rushton and Davis &
Lorente de Nó.

In what follows we will explain and derive the cable equation. Suppose that in
any place along the cable the membrane potential only depends on the axial length
and not on any radial or angular variables. Thus, we consider that we have a one
dimensional cable. Now we split the cable in small pieces of length dx. In any part
of the cable, we have two kinds of currents, trasmembrane current and axial current.
The latter one consisting of intracellular and extracellular currents, each of which
we will assume are linear functions that depend on the voltage, U . Let us write
down Ii and Ie to denote the intracellular and extracellular currents, respectively.
Then, applying Ohm’s law, we have

Ui(x+ dx)− Ui(x) = −Ii(x)ridx,
Ue(x+ dx)− Ue(x) = −Ie(x)redx,

(1.5)

where the minus sign on the right hand side of (1.5) is due to the convention that
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1.2 Brief History of the Cable Equation Introduction

a flow of current from left to right is negative. This translates into increasing x.
Then, by rearranging (1.5) and taking the limit as dx tends to zero, we have

Ii = − 1
ri
∂Ui
∂x ,

Ie = − 1
re
∂Ue
∂x .

(1.6)

The numbers ri and re are the resistances of the inside and outside of the membrane.
In general, we have that

ri =
Rc
Ai
,

where Rc is the axoplasmic resistance, measured in Ohms(Ω), and Ai is the cross
section area of the cable measured in cm2. Similarly, for re we have

re =
Rc
Ae
.

By conservation of current(Kirchhoff’s law), the following is true

Ii(x)− Ii(x+ dx) = Itdx = Ie(x+ dx)− Ie(x), (1.7)

where It is the total transmembrane current(positive when the direction of the
flow is to the outside) per length unit of the membrane. Taking the limit when dx
tends to zero in equation (1.7), we arrive at

It = −∂Ii
∂x

=
∂Ie
∂x

. (1.8)

In a cable without any additional external currents, the total axial current is
given by It = Ii + Ie. Thus, considering U = Ui − Ue, we obtain

−It =
ri + re
rire

∂Ui
∂x
− 1

re

∂U

∂x
,

rearranging some terms, we arrive at

1

ri

∂Ui
∂x

=
1

re + ri

∂U

∂x
− re
re + ri

It. (1.9)

Substituting equation (1.9) into (1.8) yields

It =
∂

∂x

(
re

re + ri

∂U

∂x

)
. (1.10)

Here we have used the fact that It is constant and equation (1.6). Finally, as the
transmembrane current is the sum of ionic and capacitive currents, we have that

It = p

(
Cm

∂U

∂t
+ Iion

)
=

∂

∂x

(
re

re + ri

∂U

∂x

)
, (1.11)

where p is the axon perimeter measured in cm, Cm is the capacitance per unit of
area measured in µF

cm2 and Iion is the current per unit of area whose units are A cm.
Equation (1.11) is called the cable equation.
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1.3 Cardiac Dynamics and Reaction- . . . Introduction

In practice, it is common to use an equivalent dimensionless equation to equation
(1.11) to avoid confusion with the units of each variable. To achieve this, let us define
the membrane resistance Rm as the resistance per unit of area of the membrane
Ω cm2. For a given(fixed) value U0, Rm is determined by measuring the change of
the membrane current with respect to the change of the voltage due to U0, that is

1

Rm
=

dIion
dU

∣∣
U=U0

. (1.12)

Usually U0 is taken as the resting potential of the membrane to define Rm. Let
us assume that both re and ri are constant. Then, multiplying equation (1.11) by
Rm yields

RmCm
∂U

∂t
+RmIion =

Rm
p(re + ri)

∂2U

∂x2
. (1.13)

The term RmCm has units of time. That is due to the fact that

Ωcm2 · F

cm2
=
U

A

As

U
= s.

For this reason, RmCm is called the membrane time constant τm.

Now, the units of the term
√

Rm
p(re+ri)

are length units. That is because√
Ωcm2

cm(Ωcm
cm2 )

= cm.

This is why this term is referred as the space constant of the cable λm.

By substituting τm and λm in equation (1.13) we obtain

τm
∂U

∂t
+RmIion = λ2∂

2U

∂x2
. (1.14)

The extracellular resistance is negligible due to the fact that the extracellular area
is significantly greater in comparison with the intracellular one. Because of this, the

term λm is reduced to λm =
√

Rm
pri

=
√

Rmd
4Rc

, where d is the axon’s diameter. Finally,

we rescale the ionic current. This can be written, in general, as Iion = −f(U,t)
Rm

,

where f is a function that depends on time and voltage. Then, we take T = t
τm

and
f = f(U, T ). Under these considerations and taking X = x

λm , equation (1.14) takes
the form

∂U

∂T
=
∂2U

∂X2
+ f(U, T ), (1.15)

which is known as the dimensionless cable equation.

1.3 Cardiac Dynamics and Reaction-Diffusion Systems

Reaction diffusion systems arise in the study of population dynamics Mogilner and
Edelstein-Keshet (2002), epidemiology Demongeot et al. (2012), biology Cantrell and
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1.3 Cardiac Dynamics and Reaction- . . . Introduction

Cosner (2004);Volpert and Petrovskii (2009) and physiology Jalife (2003). Classic
examples are the modelling of animal coat patterns Murray (2002b); Murray (2002a),
the Belousov-Zhabotinski(BZ) reaction Winfree (1984), the Hodgkin-Huxley model
of the propagation of action potencials along the nerve cells Hodgkin and Huxley
(1952), and models of the propagation of a disease in an ecosystem. The general
form of a reaction diffusion system is given by

∂V

∂t
= ∇ · (D∇V) + F(V), (1.16)

where V = (V1, V2, . . . , VN ) with Vi = Vi(x, t), i = 1, N might represent the concen-
trations of N chemical species in a chemical reaction, or the number of susceptible,
infected and recovered individuals at position x and time t for a model in epidemi-
ology. The function F which is called the reaction term, depends on the Vi variables
and models the interaction between the Vi species at a single point x. The spatial
variation Vi(x, t) is modeled with the diffusion term ∇ · (D∇V), where D is the
diffusion coefficient matrix.

In this work we focus on the particular case of the bioelectric activity of the
heart which is subject of a vast interdisciplinary literature in medicine, bioengineer-
ing, mathematical biology and physics to name a few Aliev and Panfilov (1996);
Biktashev et al. (1999); Keener and Bogar (1998).

The propagation of electrical waves through cardiac tissue is a very important
phenomenon to study since those waves activate the mechanisms for cardiac contrac-
tion, responsible to pump blood to the body. An electrical wave of excitation, called
also an action potential wave, is initiated periodically at a place called the sinoatrial
node, the natural pacemaker of the heart. This wave, propagates throughout the
atria where it arrives at the atrioventricular node, where after some time delay, it
propagates to the ventricles via the Purkinje fibers Setaro et al. (1992). In normal
conditions, this process is repeated approximately 70 to 100 times each minute and
is commonly referred to as a heartbeat. The condition at which abnormal generation
or propagation of excitation waves during the process described above, is termed as
arrhythmia.

One of the proposed mechanisms involved in the development of certain type
of arrhythmias, are spiral waves, a particular form of functional reentry Fenton
et al. (2002); Nanthakumar et al. (2004). Spiral waves, are self sustained waves
of excitation that rotate freely or around an obstacle, reactivating the same area
of tissue at a higher frequency than the normal SA node would do, increasing the
normal heartbeat rate. Figure 1.3 (A) depicts a typical spiral wave solution in a
cardiac model. In the worst scenario, a spiral wave might break up into smaller
spiral waves giving uncoordinated contractions of the heart in a phenomenon known
as fibrillation. An example of multiple spiral waves is shown in Figure 1.3 (B).

When this phenomenon occurs in the ventricles, the heart quivers and looses
its strength to pump blood to the body leading to immediate cardiac arrest Fenton
et al. (2002); Nanthakumar et al. (2004).

An important research area is the study of the interaction of spiral waves in
cardiac tissue with obstacles. Obstacles in cardiac tissue can be partially excitable

10



1.3 Cardiac Dynamics and Reaction- . . . Introduction

(A) (B)

Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 1.3: Typical solutions in a cardiac model. In frame (A): Spiral wave solution.
Frame (B): Solution with multiple spiral waves.

or non excitable.

Spiral waves have been observed to occur in cardiac tissue Ikeda et al. (1997);
Isomura et al. (2008); Pertsov et al. (1993) and in computer models Isomura et al.
(2008); Olmos (2010); Otani (2000).

There are different ways in which a spiral wave might be generated. For example,
spiral waves arise when an unexcitable obstacle is stimulated with high frequency
of AP Panfilov and Keener (1993); they can also be generated by using the method
of cross-field stimulation Pertsov et al. (1993); and they might arise due to the
appearance of ectopic beats Otani (2000). Ectopic beats can arise due to abnormal
calcium cycling Benson and Holden (2005) or by overload of calcium inside the cell
Luo and Rudy (1994).

When a spiral wave evolves in excitable media in general, its dynamics are ruled
by (i) the local conducting mechanisms, and; (ii) the heterogeneities of the medium.
The former gives rise to a phenomenon called meandering, whereas the later to a
phenomenon referred to as drift of a spiral wave.

One way to get a better understanding of meandering and drift of a spiral wave,
is by studying the evolution of the position of its tip. The tip of a spiral wave can
be defined in a variety of ways and a resume can be found in Fenton et al. (2002).

On the Numerical Solution of Cardiac Wave Equations

Computational studies and numerical simulations have played an important role in
electrocardiology. Due to the difficulty of direct measurements, many experimental
studies have been coupled with numerical investigations. Particularly intense has
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1.3 Cardiac Dynamics and Reaction- . . . Introduction

been the computational study of reentry phenomena and their relationships with
cardiac arrhythmias Fenton et al. (2002).

The vast majority of cases when studying excitable media and cardiac dynamics,
the numerical methods used to solve the model equations are based on finite differ-
ences schemes Bär and Or-Guil (1999); Panfilov and Rudenko (1987); Woltering and
Markus (2002); Zaritski and Pertsov (2002); Keener (1980); Biktashev et al. (1994);
Panfilov and Winfree (1985); Clayton et al. (2011); Alonso and Panfilov (2008);
Bernus et al. (2002); Efimov et al. (1995); Garzón et al. (2009); Panfilov (1998);
Ramirez et al. (2000); Virag et al. (2002); Watanabe et al. (2001).

Our main goal is to develop numerical methods that will provide a fast, reliable
and accurate solutions of PDE equations of the reaction-diffusion type, with special
emphasis in two and three dimensional systems that model cardiac wave propagation.
A second objective is to provide estimates on the number of discretization points
and the time step, in order to obtain a given desired accuracy for any cardiac models
based on the Hodgkin-Huxley formulation Hodgkin and Huxley (1952) and not only
the models presented here.

The time integration schemes considered in this manuscript are straightforward.
Specifically, we use explicit forward finite difference, a semi-implicit scheme and
a straightforward implicit scheme. Even though these methods are of low order
convergence and we might lose precision, we focus our efforts on the spatial dis-
cretization where we use a pseudospectral approach that will yield good results as
shown later in this work. The purpose of using such time integrators schemes, is to
build algorithms that are as simple as possible for implementation and yet provide
with good numerical accuracy and reduced computing time.

The spatial discretization of our methods is based on a pseudospectral approach
which have proven to provide accurate solutions with a few number of discretization
points. Particularly, schemes based on Chebyshev polynomials, which has been
useful to solve equations of the reaction-diffusion type Olmos and Shizgal (2006,
2009); Olmos-Liceaga and Segundo-Caballero (2016).

Pseudospectral methods are generally considered useful for solving smooth prob-
lems and to provide exponential convergence of the solution with respect to the num-
ber of collocation points used Shizgal (2002). Also, it has been demonstrated that
pseudospectral methods can provide a significant improvement over finite difference
methods for non smooth problems that develop shock-like steep fronts Olmos and
Shizgal (2006). Due to their applicability, they have been used to solve the Poisson
and Laplace equations Tal-Ezer (1989), parabolic problems in general Sabetghadam
et al. (2009), as well as pseudospectral methods to find the numerical solution of
reaction diffusion equations (Jones and OBrien (1996); Bar-Yoseph et al. (1995);
Feng et al. (2006); Barillot and Boissonade (1993); Eilbeck (1983)). Particularly,
there has been work on cardiac dynamics equations using Fourier in irregular do-
mains Bueno-Orovio et al. (2006) and the solution of fractional reaction-diffusion
equations (Bueno-Orovio et al. (2014); Li and Xu (2009); Zayernouri and Karni-
adakis (2014)) as well as solving systems on more complex domains (Orszag (1980);
Korczak and Patera (1986); Mulholland et al. (1998); Lui (2009)). The discretized
equations that result from a pseudospectral method are stiff and generally a very
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1.4 Solutions of the Spiral and Scroll . . . Introduction

small step is required for their integration.

Even though there has been previous work utilizing Fourier spectral methodol-
ogy, we focus on an approach based on Chebyshev polynomials. The method takes
the advantage of a blockwise diagonal matrix, which is very helpful for numerical
computations and it helps to reduce the norm of the largest eigenvalue associated
to the diffusion operator.

Although in this work a comparison is made between finite differences (FD) and
pseudospectral methods, it is not the main purpose to claim that pseudospectral
methods are better. We use FD to place the reader in a strong position to compare
the results, as FD methods are widely studied and used.

1.4 Solutions of the Spiral and Scroll Wave Type in Car-
diac Dynamics

Since the discovery of the Belousov-Zhabotinski reaction Zhabotinsky (1964); Win-
free (1984), there has been a wide variety of studies that focus on wave patterns
on reaction-diffusion equations. Similar phenomena have been to exist in biological
excitable systems: these are rotating waves of spreading depression in the brain and
rotating waves of excitation in myocardial tissue Allessie et al. (1973). Such waves
are responsible for some diseases, in particular, cardiac arrhythmias Krinsky (1978).

In most biological systems and active media, such as cardiac tissue Jalife (2003),
the retina Gorelova and Bureš (1983); Lansdell et al. (2014); Dahlem and Müller
(2004) and the brain Skaggs et al. (1988), the rotation of spiral waves close to a
boundary is of interest. This due to the fact that the dimensions of the region where
the spiral wave evolves is comparable with the size of the region of its core.

Unlike Wiener and Rosenblueth’s two dimensional theoretical abstraction Wiener
(1946), real excitable and oscillatory media, including the BZ reaction and heart
tissue, are three dimensional Verschelde et al. (2007); Clayton and Holden (2003).
While spiral waves rotate around their cores, which can be considered point-like
geometric objects, scroll waves rotate around filaments, line-like geometric objects.
As spiral and scroll waves do not require any obstacle to rotate about, they can be
located anywhere in the reactive medium. An immediate consequence is that their
position can change in time, i.e., they can drift Keener and Tyson (1990, 1992);
Fenton et al. (2002); Vinson et al. (1997). The scroll waves in three dimensions
have more degrees of freedom: their filament can also change in space. The phase
of rotation may vary along the filament, the feature known as twist of the scroll
wave Biktashev et al. (1994). Twist of a scroll wave and curvature of its filament
are specifically three dimensional factors for its dynamics.

Although there has been some studies on the interaction of spiral waves and scroll
rings with boundaries Pertsov et al. (1984); Ermakova and Pertsov (1986); Jiménez
and Steinbock (2012); Bánsági Jr et al. (2008), this phenomenon is far from being
completely understood. One of the main goals of this work is to study scroll ring
dynamics in the long time along with their interaction with impermeable boundaries.
In particular, we present a study of scroll rings for the weak meandering and positive
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filament tension regime. It is well known that scroll waves in the positive filament
tension regime shrink until they dissapear in the medium Panfilov and Winfree
(1985). However, under some conditions, scroll waves shrink but do not collapse
as they start interacting with the boundary. In this work, we analyse the different
outcomes for the scroll rings in the weak meandering regime as they interact with
the boundary in the positive filament tension parameter regime. Reports of studies
of the interaction of the solutions with boundaries for this parameter regime has not
been as extensive as the negative filament tension.

Also, based on the theory developed by Keener Keener (1986); Keener and Tyson
(1990) and an analysis on the model parameters M and Re, we present some data
fitting that will allow us to state predictions on the scroll ring’s dynamics, which
constitutes the other main purpose of this work.
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Chapter 2

Preliminaries

As we have stated earlier, our main goal is to solve equations of the form

∂u

∂t
= ∇ ·D∇u+ f(u), (2.1)

where f(u) is nonlinear function, ∇ is the gradient operator and D is a diffusion
tensor. Let us assume, for now, that u = u(x, t) and that we make a partition
of our domain consisting of n equally spaced points, xi, with x0 and xn being the
initial point and the last point, respectively, of our domain. Thus xi = x0 + i∆x,
i = 0, 1, 2, ..., n. We proceed to describe the first of the numerical methods we used
throughout our studies.

2.1 Euler Finite Difference

Recall that for a given sufficiently smooth function f , we can approximate its first
derivative at a point xi by means of a forward finite difference

f ′(xi) =
f(xi + ∆x)− f(xi)

∆x
+O(∆x) (2.2)

and its second derivative at a point xi using a centred finite difference

f ′′(xi) =
f(xi + ∆x) + f(xi −∆x)− 2f(xi)

∆x2
+O(∆x2) (2.3)

For our first numerical method, the explicit scheme, we use forward finite difference
and centred finite difference to approximate time and space respectively. By assum-
ing that D = 1 in equation (2.1), meaning that the diffusion coefficient is constant,
we have

un+1
i − uni

∆t
=
uni+1 + uni−1 − 2uni

∆x2
+ f(uni ), (2.4)

where uni denotes the function u evaluated at point xi at time step n. Thus, by
rearranging some terms in (2.4) we have

un+1
i = uni + ∆t

(
uni+1 + uni−1 − 2uni

∆x2
+ f(uni )

)
. (2.5)
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2.1 Euler Finite Difference Preliminaries

Let us suppose now that u = u(x, y, t). For simplicity in writing, let us assume
that the partition of points in each dimension, xi and yi, are equally spaced, that is,
∆x = ∆y. Then, by following the same reasoning as earlier, we obtain the following:

un+1
i,j = uni,j + ∆t

(
uni+1,j + uni−1,j + uni,j+1 + uni,j−1 − 4uni,j

∆x2
+ f(uni,j)

)
. (2.6)

Finally, for the case when u = u(x, y, z, t) and making the assumption that we
discretize our domain exactly the same in each dimension(∆x = ∆y = ∆z), we have
that:

un+1
i,j,k = uni,j,k + ∆t

(
uni+1,j,k+uni−1,j,k+uni,j+1,k+uni,j−1,k+uni,j,k+1+uni,j,k−1−6uni,j,k

∆x2
+ f(uni,j,k)

)
. (2.7)

Special Case: Rotational Anisotropy.

We are interested in the case when we have distinct diffusion coefficients. Let us
consider the case when our tensor matrix D is of the form

D̃ =

 D11 D12 0
D21 D22 0

0 0 D⊥2

 , (2.8)

where
D11 = D‖ cos2 θ(z) +D⊥1 sin2 θ(z),

D22 = D‖ sin2 θ(z) +D⊥1 cos2 θ(z),

D12 = D21 = (D‖ −D⊥1) cos θ(z) sin θ(z),
(2.9)

with D‖, D⊥1 and D⊥2 representing propagation parallel to the fiber axis, perpen-
dicular to this axis in each plane, and transmurally, respectively, and

θ(z) = −∆θ/2 + z(∆θ/S) 0 ≤ z ≤ S, (2.10)

measures the angle between the fiber and the y−axis in each plane.

Under this circumstances our laplacian in (2.1) takes the form

∇ · [D̃∇u] = D11
∂2u

∂x2
+D22

∂2u

∂y2
+D⊥2

∂2u

∂z2
+ 2D12

∂2u

∂x∂y
.

Now, we use again forward finite difference and centred finite difference to ap-
proximate time and space respectively. With this in mind, we obtain the numerical
scheme

un+1
i,j,k = uni,j,k + ∆t(D11

uni+1,j,k+uni−1,j,k−2uni,j,k
∆x2

+D22
uni,j+1,k+uni,j−1,k−2uni,j,k

∆y2
+

D⊥2
uni,j,k+1+uni,j,k−1−2uni,j,k

∆z2
+ 2D12

ui+1,j+1,k−ui+1,j−1,k−ui−1,j+1,k+ui−1,j−1,k

∆x∆y + f(uni,j,k))
(2.11)

16



2.1 Euler Finite Difference Preliminaries

2.1.1 More Realistic Geometries

To treat irregular geometries using the phase field methodology(Fenton et al. (2005)),
we introduce an auxiliary field φ that takes on different values inside and outside
cardiac tissue and varies smoothly across a thin diffusive interface connecting these
two regions.

In the interior and the exterior of the heart, φ is initially set to 1 and 0, respec-
tively. The smooth values of φ, which are to be used later in wave propagations
simulations, are then determined by solving the equation

∂φ

∂t
= ξ2∇2φ− ∂G(φ)

∂φ
, (2.12)

where ξ is a parameter that controls the width of the interface and the function
G(φ) has the form of a double-well potential with minima at φ = 0 and φ = 1.
Therefore, it attempts to maintain φ at the values 1 and 0 in the interior and
exterior regions, respectively, whereas the diffusion operator tends to smooth out
the spatial discontinuity of φ at the boundary between these two regions. For our
simulations, G has the form

G(φ) = −(2φ− 1)2

4
+

(2φ− 1)4

8
. (2.13)

Once we have our function φ which defines the structure, we have to solve the
new system

φ
∂V

∂t
= ∇ · [Dφ∇V ]− φIion

Cm
, (2.14)

or, equivalently
∂V

∂t
=

1

φ
∇ · [Dφ∇V ]− Iion

Cm
. (2.15)

First, let us assume that we have the same diffusion in each dimension, that is,
the matrix D is diagonal, and suppose also, to make the calculations easier, that our
diffusion coeficients for each dimension is one. Then, our matrix D has the form

D =

 1 0 0
0 1 0
0 0 1

 .

Let us focus on the laplacian term on equation (2.15). Expanding said term, we
have

∇ · [Dφ∇V ] =
∂φ

∂x

∂V

∂x
+ φ

∂2V

∂x2
+
∂φ

∂y

∂V

∂y
+ φ

∂2V

∂y2
+
∂φ

∂z

∂V

∂z
+ φ

∂2V

∂z2
. (2.16)

Now we can get a numerical scheme to approximate (2.16),

∇ · [Dφ∇V ] = 1
4∆x2

[(φi+1,j,k − φi−1,j,k)(Vi+1,j,k − Vi−1,j,k)] +
φi,j,k
∆x2

[Vi+1,j,k + Vi−1,j,k − 2Vi,j,k] +
1

4∆y2
[(φi,j+1,k − φi,j−1,k)(Vi,j+1,k − Vi,j−1,k)] +

φi,j,k
∆y2

[Vi,j+1,k + Vi,j−1,k − 2Vi,j,k] +
1

4∆z2
[(φi,j,k+1 − φi,j,k−1)(Vi,j,k+1 − Vi,j,k−1)] +

φi,j,k
∆z2

[Vi,j,k+1 + Vi,j,k−1 − 2Vi,j,k] .

(2.17)
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We can also implement rotational anisotropy for this scenario. The laplacian
term for the case when D is of the form (2.8) takes the form

∇ · [D̃φ∇V ] =

 ∂
∂x
∂
∂y
∂
∂y

 ·
D11 D12 0

D21 D22 0
0 0 D⊥2

φ∂V∂xφ∂V∂y
φ∂V∂z


=

 ∂
∂x
∂
∂y
∂
∂y

 ·
 D11φ

∂V
∂x +D12φ

∂V
∂y

D21φ
∂V
∂x +D22φ

∂V
∂y

D⊥2φ
∂V
∂z


= D11

∂φ
∂x

∂V
∂x +D11φ

∂2V
∂x2

+D22
∂φ
∂y

∂V
∂y +D22φ

∂2V
∂y2

+D⊥2
∂φ
∂z

∂V
∂z +

D⊥2φ
∂2V
∂z2

+ 2D12φ
∂2V
∂x∂y +D12

(
∂φ
∂y

∂V
∂x + ∂φ

∂x
∂V
∂y

)
.

(2.18)

Under this considerations, our numerical scheme is given by:

∇ · [D̃φ∇V ] = D11
4∆x2

[(φi+1,j,k − φi−1,j,k)(Vi+1,j,k − Vi−1,j,k)] +
D11φi,j,k

∆x2
[Vi+1,j,k + Vi−1,j,k − 2Vi,j,k] +

D22
4∆y2

[(φi,j+1,k − φi,j−1,k)(Vi,j+1,k − Vi,j−1,k)] +
D22φi,j,k

∆y2
[Vi,j+1,k + Vi,j−1,k − 2Vi,j,k] +

D⊥2
4∆z2

[(φi,j,k+1 − φi,j,k−1)(Vi,j,k+1 − Vi,j,k−1)] +
D⊥2φi,j,k

∆z2
[Vi,j,k+1 + Vi,j,k−1 − 2Vi,j,k] +

2D12φi,j,k
4∆x∆y [Vi+1,j+1,k − Vi+1,j−1,k − Vi−1,j+1,k + Vi−1,j−1,k] +
D21

4∆x∆y [(φi,j+1,k − φi,j−1,k)(Vi+1,j,k − Vi−1,j,k) + (φi+1,j,k − φi−1,j,k)(Vi,j+1,k − Vi,j−1,k)]

(2.19)

2.2 Historical Background on Pseudospectral Methods

Spectral methods have become increasingly popular in recent years, especially since
the development of fast transform methods, with applications in numerical weather
prediction, numerical simulations of turbulent flows, and other problems where high
accuracy is desired for complicated solutions.

The origin of the terminology “spectral” is not entirely clear but probably arises
from the original use of Fourier sines and cosines as basis functions (Gottlieb and
Orszag (1977)) especially in connection with a time series analysis and the funda-
mental frequencies of a process, namely the “spectrum”.

Spectral methods may be viewed as an extreme development of the class of dis-
cretization schemes for differential equations known generically as the method of
weighted residuals (MWR) (Finlayson and Scriven (1966)). The key elements of the
MWR are the trial functions (also called the expansion or approximating functions)
and the test functions (also known as weight functions). The trial functions are
used as the basis functions for a truncated series expansion of the solution. The
test functions are used to ensure that the differential equation is satisfied as closely
as possible by the truncated series expansion. This is achieved by minimizing the
residual, i.e., the error in the differential equation produced by using the truncated
expansion instead of the exact solution, with respect to a suitable norm. An equiva-
lent requirement is that the residual satisfy a suitable orthogonality condition with
respect to each of the test functions.

The choice of trial functions is one ofthe features which distinguish spectral
methods from finite-element and finite-difference methods. The trial functions for
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spectral methods are infinitely differentiable global functions. In the case of finite-
element methods, the domain is divided into small elements, and a trial function
is specified in each element. The trial functions are thus local in character, and
well suited for handling complex geometries. The finite-difference trial functions are
likewise local.

The choice of test functions distinguishes between the three most commonly
used spectral schemes, namely, the Galerkin, collocation, and tau versions. In the
Galerkin approach, the test functions are the same as the trial functions. They are,
therefore, infinitely smooth functions which individually satisfy the boundary con-
ditions. The differential equation is enforced by requiring that the integral of the
residual times each test function be zero. In the collocation approach the test func-
tions are translated Dirac delta functions centered at special, so-called collocation
points. This approach requires the differential equation to be satisfied exactly at
the collocation points. Spectral tau methods are similar to Galerkin methods in the
way that the differential equation is enforced. However, none of the test functions
need satisfy the boundary conditions. Hence, a supplementary set of equations is
used to apply the boundary conditions.

The earliest applications of the spectral collocation method to partial differen-
tial equations were made for spatially periodic problems by Kreiss and Oliger (1972)
(who called it the Fourier method) and Orszag (1972) (who termed it pseudospec-
tral). This approach is especially attractive because of the ease with which it can
be applied to variable-coefficient and even non-linear problems.

Spectral methods are generally based on the representation of a real, continu-
ous, “well-behaved” function, f(x), on some interval not necessarily bounded as an
expansion in an orthonormal set of functions, Pn(x), that is,

f(x) =
∞∑
n=0

anPn(x), x ∈ [a, b], (2.20)

where the polynomials are orthonormal

∫ b

a
w(x)Pn(x)Pm(x)dx = δnm, (2.21)

with respect to some appropriate weight function, w(x), and the Kronecker delta
is defined by

δnm =

{
1, n = m,
0, n 6= m.

(2.22)

The term “pseudospectral” refers to the solution of the defining equations on a
grid of discrete points, xi, and the solution, f(xi), as determined at the grid points.
This is often referred to as a collocation.

Spectral methods are distinguished not only by the type of the method (Galerkin,
collocation, or tau), but also by the particular choice of the trial functions. The most
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frequently used trial functions are trigonometric polynomials, Chebyshev polyno-
mials, and Legendre polynomials. Throughout this work we will use Chebyshev
polynomials.

2.2.1 Spatial Derivative by Chebyshev Pseudospectral Multidomain Method

In this section, we explain how the derivative in space will be implemented (Shizgal
(2002),Olmos and Shizgal (2006)), as most of the numerical schemes are based on this
approach. Also, we present the details of the pseudospectral method of solution of
the Karma equation based on Chebyshev polynomials. The Chebyshev polynomials,
Tk(z), are orthogonal with respect to the weight function w(z) = (1 − z2)−1/2 on
the interval [−1, 1], that is,

1

ck

∫ 1

−1
w(z)Tk(z)Tl(z)dz =

1

2
πδk,l, (2.23)

where ck = 1 for all k except for c0 = 2. The Lobatto quadrature points and weights
associated with the Chebyshev-Gauss polynomials are given by xi = − cos(πi/N)
and the weights are wi = π/N for all i except w0 = wN = 2πN (Peyret (2002); Boyd
(2001); Canuto (1988); Canuto et al. (2012)). These points and weights provide the
approximate quadrature,

∫ 1

−1
w(z)f(z)dz '

N∑
i=0

wif(zi), (2.24)

where N is the number of points. Since any piecewise continuous function, f ∈
L2
w[0, 1], can be expanded in a Chebyshev polynomial series that is convergent in

the mean of the L2
w norm , we have that

f(z) ≈ fN (z) =
N∑
k=0

akTk(z), (2.25)

where

ak =
2

ckπ

∫ 1

−1
w(z)f(z)Tk(z)dz. (2.26)

From relations (2.24) and (2.25) we can express (2.26) as a sum

ak =
2

ckπ

∫ 1

−1
w(z)f(z)Tk(z)dz '

N∑
i=0

wi(zi)f(zi)Tk(zi). (2.27)

With equations (2.24)-(2.26) we obtain the interpolation algorithm

fN (z) '
N∑
j=0

Ij(z)f(zj), (2.28)
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where the interpolating polynomials, Ij(z), are given by

Ij(z) =
2νj
N

N∑
k=0

νkTk(zj)Tk(z), (2.29)

where ν0 = νN = 1/2 with νk = 1 if k 6= 0, N and where Ij(zi) = δij is the cardinal
condition such that fN (zi) = f(zi). The second derivative of f(z) at the quadrature
points is then given approximately by

f
(2)
N (zk) '

N∑
k=0

I
(2)
j (zk)f(zj). (2.30)

If we denote by f , the N dimensional vector of the function evaluated at the
Chebyshev-Lobatto points, equation (2.30) can be rewritten as

f (2) = D(2) · f, (2.31)

where the second derivative matrix is given explicitly by

D
(2)
jk = I

(2)
j (zk) =

d2Ij(z)

dz2

∣∣
z=zk

. (2.32)

This is the basis for the Chebyshev pseudospectral method.

2.2.2 The Gibbs Phenomenon

One of the main problems when approximating a function by means of Chebyshev
polynomials arises when we want to approximate a function that presents discon-
tinuities. In this case, the Gibbs phenomenon occurs, which practically says that
when we want to approximate a function, f , defined on the interval [−π, π] such
that f(−π) 6= f(π), by means of trigonometric polynomials (linear combinations of
h(x) = cos(kx) and g(x) = sin(kx)), will imply that the approximation will present
oscillations in a neighborhood of x = −π and x = π.

Formally, the Gibbs phenomenon states that when approximating a discontinu-
ous function by a finite Fourier series, nonphysical oscillations occur. No matter how
many terms are used, there will always be a point next to the discontinuity that has
an O(1) error. This type of oscillations will occur whenever spectral methods are
used for PDE, if the solution has shocks or contact discontinuities. Because of the
global character of polynomial methods, they will show the same type of behavior
as Fourier methods do. This is a serious limitation of spectral methods, but David
Gottlieb and others set out to do something about it.

The difficulties with discontinuities are not limited to numerical solutions ob-
tained by spectral methods, they show up with all shock capturing methods. Many
well working difference methods based on some form of upwinding have been de-
veloped during the last decades. However, there is one remaining difficulty. If one
family of characteristics is propagating through the shock, the accuracy deteriorates
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 2.1: In frames (A), (B) and (C): Function f(x) (black) given by equation 2.33
along with its approximation, fa(x) (red) using the first 50, 100 and 150 Chebyshev
polynomials, respectively.

on the downstream side regardless of the formal high order accuracy of the basic
method.

The work on Gibbs phenomenon was initiated by the difficulties with spectral
methods. However, the results did not only influence the use of spectral methods,
but also helped solving the well known difficulty with accuracy deterioration for
shock capturing difference methods.

Let us observe what happens when we approximate a function that presents an
abrupt change, in such a way that we can consider this change as a discontinuity,
by means of the Chebyshev polynomials. Let us consider the function

f(x) =
1

(1 + e
√
s/6x)2

, (2.33)

where s = 108. This function has an abrupt change at x = 0. In figure 2.1 we
show the function f(x) (black) and its approximation, fa(x) (red) using the first 50,
100 and 150 Chebyshev polynomials in frames (A), (B) and (C), respectively. Notice
that even when increasing the number of polynomials to approximate the function,
still the oscillation around x = 0 remains.

Clearly, we note that the approximation with Chevyshev polynomials in a neigh-
borhood of x = 0 is wrong. However, it is important to note that the function f
does not exhibit a true discontinuity at x = 0, what really happens is that it has
an exponential change in a very small spatial scale. The problem lies in that when
calculating the polynomial approximation, it is necessary to consider only points of
the function f(x); and for practical purposes, the computer does not know how to
differentiate between a true discontinuity and an exponential change in a very small
spatial scale.
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Chapter 3

Interaction of Solutions of the Scroll Ring

Type with Boundaries for the Weak

Meandering Regime

The outline of the present chapter is as follows. In section 3.1 we present the
model considered in our studies, the numerical methods and parameters chosen
for our purposes. We move to Section 3.2 where we discuss the experiments that
were performed, after which we give some conclusion based on the results obtained.
Finally, on Section 3.3 we give some concluding remarks and some ideas on the
future work that this area of study offers.

3.1 Model and Parameters

The study was based on the two variable Karma model Karma (1994). The basic
equations can be written in the form,

∂E
∂t = γ∇2E + f(E,n)

τE
,

∂n
∂t = g(E,n)

τn
,

(3.1)

where,

f(E,n) = −E + [E∗ −D(n)]h(E),
g(E,n) = R(n)H(E − En)− [1−H(E − En)]n,

(3.2)

and H denotes the Heaviside function. Also, ∇2 denotes the Laplace operator. The
variable E is dimensionless representation of the transmembrane voltage and the
variable n plays the role of a slow gate variable. Here we have used, for the h(E)
function,

h(E) = [1− tanh(E − Eh)]
E2

2
. (3.3)

R(n) and D(n) are known as the restitution and dispersion functions respectively.
Here we have used

R(n) =
1− [1− e−Re]n

1− e−Re
, (3.4)

A version of this present chapter will be submitted for publication.
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τE τn γ Eh En E∗ dt dr dz

5.0 250 0.001 3 1 1.5415 0.0133 0.025 0.025

Table 3.1: Parameters used in the Karma model.

for the restitution function, and

D(n) = nM (3.5)

for the dispersion function. We refer to the work done by Karma Karma (1994) for
a fully detailed explanation of the parameters and variables of the model.

It is well known that solving PDE’s in three dimensional domains is a very demand-
ing problem, computationally speaking Cherry et al. (2003). As we are studying
scroll rings, simulations in cartesian coordinates results in a demanding computa-
tional work. For that reason we transform our problem from cartesian to cylindrical
coordinates, thus taking advantage of the angular symmetry and reducing our three
dimensional dynamics to a two dimensional problem. Under this consideration we
have that the Laplace operator in our new coordinate system takes the form

∇2
cylE =

∂2E

∂r2
+

1

r

∂E

∂r
+
∂2E

∂z2
. (3.6)

In order to disctretize system (3.6), we use the usual forward and centered finite
difference to approximate the first and second derivative, respectively. Special care
needs to be taken into account when r = 0, where we use the following approximation
Ozisik (1993)

∇2E = 4
EM,j − E0,j

∆r2
(3.7)

The solutions of the spiral wave type obtained with system (3.1) in cylindrical co-
ordinates, correspond to scroll rings for system (3.1) in cartesian coordinates.

To solve system (3.1) we implemented Euler finite difference in parallel using a
graphic processing unit. The numerical parameters for our simulations were dt =
0.0133, dr = dz = 0.025 and we solved it on a domain of 400 × 500, for r and z
respectively. No-flux boundary conditions were used. The parameters of the model
that we used are shown table (3.1).

3.1.1 Numerical Considerations

Due to the fact that most of the solutions dynamics of interest for us in this present
manuscript are for the case when very large integration times are considered, it is
imperative that we use parallel programming techniques as well as graphic process-
ing units to perform the simulations. Without the usage of these techniques and
equipment, to generate a single solution in either two or three dimensional domains
results in a very large computing time making it very impractical. The program was
written in Fortran language with OpenAcc parallelization, compiled with PGI com-
piler (pgfortran). Simulations were performed in a single desktop PC under Ubuntu
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Scenario 1 2 3 4 5

M 3 4 4 5 5

Re 0.9 0.9 1.0 0.8 0.9

Table 3.2: Description of the parameters on each scenario studied in this work.

14.04 Linux equipped with an Intel core i7-4790k Haswell processor, 12 GB of RAM
and an Nvidia GeForce GTX-970.

To generate a single solution of the spiral wave kind, where the core of the tip trajec-
tory reaches an oscillatory state and interacts with both r = 0 and z = 0 boundaries,
takes around 20 hours of computing time without using parallelization, while the
implementation using a graphic processing unit to generate the same solution takes
around 30 minutes in the same desktop PC. Now, with the equipment at our disposal
we can study a broad set of possibilities in two and three dimensions with relatively
low computing times and memory costs without using a computer cluster.

3.2 Numerical Studies

In this section we proceed to discuss the different outcomes of the interaction of
scroll rings with impermeable boundaries. To this end, we describe the experimental
protocol, followed by the results obtained.

In order to generate solutions of the scroll ring type we proceed as follows. In
cylindrical coordinates we initiate a travelling front by setting

E(ri, zj) = 3, (3.8)

for i, j = 1, . . . , 30 and zero otherwise, and n = 0.5 in the whole domain. We let the
front evolve for a time, t∗ = 600. Following this we set

E(ri, zj) = 0, (3.9)

for i = 1, . . . , Npr, j = hz, . . . , Npz. Here, hz represents the height at which we want
to generate the spiral wave. We let the solution evolve for the required time. In our
experiments we take a total time of integration of T = 280000, which accounts for
approximately 280 seconds.

In two dimensional simulations in cartesian coordinates, the tip trajectory that the
solutions of the spiral wave kind for the model traces, while varying M and Re,
is shown in Figure 3.1. We are interested on regimes where the spiral wave traces
a circular core or the circular core is slightly perturbed (weak meandering). In
particular, we study five cases (labelled 1-5 in Figure 3.1). Table 3.2 contains a
summary of the parameters M and Re on the Karma model considered in order
to generate the solutions of interest. In Figure 3.2 we present the evolution of the
radius of the tip trajectory in each scenario, calculated as the radius that the last
three points of the tip trajectory form.
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Figure 3.1: Tip trajectories in the Karma model (Eq. 3.1). From left to right we
vary the Re parameter from 0.5 to 1.4 with increments of 0.1. From bottom to
top, we vary the M parameter from 1 to 10 with increments of 1. The numbers 1-5
represent the cases that we study in this work. Parameters taken as discussed on
table (3.1).
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Figure 3.2: Top frame: Radius of the core as function of time on each scenario (1-5);
Middle and Bottom frame have, respectively, the relative to average radius of the
core as function of time for Scenarios 1-3 and 4-5.

From the five cases studied, scenario 1 represents a trajectory with variations in the
radius of the order of 10−4 which, compared to the other scenarios, is practically a
circumference. Scenarios 2-5 are what we consider weak meandering behavior, due
to the fact that they exhibit an oscillation of considerable amplitude in the radius
of the tip trajectory.

For each of these 5 cases, we are interested in studying the corresponding three
dimensional scroll ring as well as the dynamics that describe its evolution. To
achieve this, we study the change in time of the variables r and z which represent a
2D slice of the scroll ring in three dimensions.

For every case, we generate spiral waves for a fixed value of r at different heights z
and also generate spiral waves for a fixed z and varying r. In Figure 3.3 we show the
evolution of the tip trajectory of the spiral wave in each case, whereas in figures 3.4
and 3.5 we show the evolution of the variables r and z as time evolves, corresponding
to the tip trajectories shown in Figure 3.3. By starting the spiral waves at different z,
we obtain some critical values that will split the (r, z) space in three different regions
(Figure 3.3). In region I the spiral wave dies at the r = 0 boundary, meaning that
the corresponding three dimensional scroll ring will collapse. In region II, the spiral
wave disappears at the z = 0 boundary. In this case, the corresponding scroll ring
in three dimensions also collapses but due to the interaction with two boundaries
(r = 0 and z = 0). Finally, in region III, the spiral wave evolves until a time t = t∗1,
after which starts interacting with the z = 0 boundary, affecting its dynamics, i.e.,
the spiral waves drifts along the boundary z = 0. Then, the spiral wave evolves until
a time t = t∗2, after which starts interacting with both r = 0 and z = 0 boundaries
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Figure 3.3: Tip trajectories in the Karma model when generating the spiral waves
at different values of z and fixed r = 270 as well as when generating the spiral waves
at different values of r and fixed z = 450. Parameters from scenario 1.
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Figure 3.4: Evolution of r and z as time advances corresponding to solutions depicted
in Figure 3.3. Tip trajectory initiated at fixed r = 270 and varying z.

and the tip of the spiral wave gets trapped inside a region close to the boundaries
z = 0 and r = 0. The corresponding three dimensional scroll ring in this scenario,
will be affected by both boundaries. As a consecuence of this interaction, the spiral
wave will reach a region where it gets trapped and remains there.

It is important to note that the behavior of all the solutions in every case we have
studied is of a similar manner. That is, we have that for every case, there are three
different regions (I,II and III) on which the first quadrant of the (r, z) plane can be
split into.

3.2.1 Scroll ring dynamics away from the boundaries

In our studies, for a given spiral wave solution, the evolution of the tip of the spiral
wave in the (r, z) plane traces a path as those depicted in Figure 3.3. As time
advances, the behavior of r and z is shown in figures 3.4 and 3.5.

We are interested in finding some functions that determine the evolution of the tip
trajectory. The goal of this is to predict and give information about the dynamics of
the spiral wave solutions and, therefore, understand the dynamics of the respective
three dimensional scroll ring solutions.

In order to reach our objectives we follow the ideas from Keener Keener (1988) and
try to formulate our results as a function of the Re parameter and weak meandering.
From the theory developed by Keener, for solutions of the scroll ring kind, we have
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Figure 3.5: Evolution of r and z as time advances corresponding to solutions depicted
in Figure 3.3. Tip trajectory initiated at z = 450 and varying r.

that the change of both variables r and z is proportional to r, that is,

dr
dt = −b2

r ,
dz
dt = c3

r ,

or, equivalently

r(t) =
√
r2

0 − 2b2t,

z(t) = z0 −
c3
√
r20−2b2t

b2
.

(3.10)

It is also worth noting that the z variable is a linear function of r,

z(r) = z0 −
c3r

b2
. (3.11)

For simplicity in notation, lets rename the constants in equation (3.10) as

c1 = 2b2,
c2 = c3

b2
,

so that r(t) in system (3.10) and equation (3.11) have the form

r(t) =
√
r2

0 − c1t,
z(r) = z0 − c2r.

(3.12)

Under these considerations, once the starting point of the scroll wave solution is
given (r0, z0), we use system (3.12) to calculate the fit function for the r variable.

30



3.2 Numerical Studies Interaction of Solutions of the Scroll . . .

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0.6  0.7  0.8  0.9  1  1.1

C
1

,C
2

Re

C1 and C2 fixing M=3 and varying Re

C1
C1 fit

C2
C2 fit

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0.6  0.7  0.8  0.9  1  1.1

C
1

,C
2

Re

C1 and C2 fixing M=4 and varying Re

C1
C1 fit

C2
C2 fit

 0

 0.2

 0.4

 0.6

 0.8

 1

 1.2

 1.4

 0.6  0.7  0.8  0.9  1  1.1

C
1

,C
2

Re

C1 and C2 fixing M=5 and varying Re

C1
C1 fit

C2
C2 fit

1

Figure 3.6: Constants C1 and C2 of the fitting functions for r(t) and z(r) for fixed
M = 3 and varying Re, fixed M = 4 and varying Re and fixed M = 5 and varying
Re shown in the left, middle and right frame, respectively.

That is, we propose a function r(t) that has the form of a square root and look for
constants c1 and c2 such that the system (3.12) holds. After that we calculate the
fit function for z(r).

To illustrate this procedure, for Scenario 1, we generate a spiral wave solution start-
ing at (r0, z0) = (275, 420). For this particular case, we obtained the following for r
and z, respectively,

r(t) =
√

130079−t
1.79475 ,

z(r) = 83258.4 + 0.407768r.
(3.13)

Table 3.3 contains a summary of the values for constants c1 and c2 for the respective
scenarios. Figure 3.2.1 shows the behavior of c1 and c2 when we fix the value of
M for three different values (3,4 and 5) and we vary the parameter Re. Notice
the decay in the behavior of constants c1 and c2 as functions of parameters Re and
M . We can approximate these decays by means of an exponential fitting functions.
As a consecuence, even for a small parameter region, it is possible to describe the
behavior of constants c1 and c2.

With this information, we can predict the dynamics of the spiral waves, and there-
fore, the scroll rings in three dimensions without the need to actually solve the
system. This is, once we have chosen a value for parameters M and Re, and an
initial condition for the spiral wave, we use constants c1 and c2 to say what the
behavior of the respective solution will be.

3.2.2 Scroll ring dynamics close to the boundaries

It is important to remark that the procedure described in section 3.2.1 only works
when our solutions are away from the boundaries. To have a better understanding
of the solution’s interaction with the r = 0 and z = 0 boundaries we study the
evolution of r and z as functions of time. For each of the scenarios 1,4 and 5 we
take a solution that belongs to region III. Both variables, r and z, for this particular
solution will constitute of three parts. The first one corresponds to the case where
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Re

M 0.7 0.8 0.9 1.0

3
c1 1.17147 0.76124 0.55720 0.45665
c2 0.91432 0.53845 0.40775 0.34515

4
c1 1.07933 0.64768 0.45944 0.39035
c2 0.85004 0.50912 0.37755 0.30116

5
c1 0.99133 0.56501 0.38743 -
c2 0.81875 0.43730 0.34934 -

Table 3.3: Values of fitting constants c1 and c2 for every scenario fixing parameter
M and varying parameter Re. The symbol − means that for M = 5, constants c1

and c2 are missing because for this scenario, break-up of the spiral wave occurs and
this kind of solutions is not of interest in our studies.

the spiral wave is away from the boundaries which was discussed in Section 3.2.1.
In the second one, the solution is affected by the z = 0 boundary and the third one
is when there is interaction of the solution with both boundaries r = 0 and z = 0.

Interaction with one boundary (small z)

For each scenario we generate solutions that belong to region III and r is large. The
purpose is to analyse the behavior of the solution when there is interaction with
one boundary (z = 0). To this end, we let the spiral wave evolve and eventually it
will start interacting with the boundary z = 0. From that moment on, the spiral
wave starts drifting in the direction parallel to the z = 0 boundary, and is moving
towards the r = 0 boundary. Figure 3.7 depicts this behavior for the three distinct
scenarios studied. By examining the variables r and z separetely as functions of
time, we notice that r still has the same behavior as that predicted by Keener, but
the variable z no longer has it, that is, the variable z is not decaying proportional
to r. Even further, z has reached part of the domain and no longer leaves it (Figure
3.8).

Observe that the behavior of the r variable can be fitted by Keener’s formulation.
However, the fitting constants are not in accordance with the ones for the situation
when the spiral wave is away from the boundaries. In the case when there is interac-
tion with the boundary, the decay is faster for the r variable than in the case when
the solution is away from the boundaries. Additional to the intrinsic decay on the
radius, when there is interaction of the spiral wave with the boundary z = 0, there
is an increment on the velocity as shown by Yermakova and Pertsov Ermakova and
Pertsov (1986), creating an additional drift making the evolution of the r variable
faster, covering around 180 space units (almost half of the domain) in considerably
less time (Figure 3.8).

Interaction with both boundaries (small r and z)

We end this section by analyzing the interaction of the spiral wave solutions with
both r = 0 and z = 0 boundaries. As presented in the earlier section, the result
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Figure 3.7: Tip trajectories for the distinct scenarios studied when the spiral wave
interacts with the boundary z = 0.
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of the interaction of the spiral wave solution with one boundary (z = 0) results in
drifting along the same z = 0 boundary in the direction towards r = 0.

For scenario 1, when the solution has already reached a stabilized zone (see
Figure 3.9), drifting along z = 0 is no longer possible due to the presence of the
r = 0 boundary. In here, the effect of the r = 0 boundary creates a gaining of
curvature on the spiral wave solution, changing its path and getting it repelled from
the same r = 0 boundary. This phenomemon translates into drifting of the spiral
wave along the z = 0 but in the direction away from the r = 0 boundary. Immediatly
after this, there is interaction with the z = 0 boundary, thus, the spiral wave solution
gains curvature again and starts drifting now towards the r = 0 boundary. The left
frame in Figure 3.10 shows the r and z variables as functions of time depicting
this phenomenon. Observe that when r is maximum, that is, when the spiral wave
solution is farthest from the r = 0 boundary (left frame in Figure 3.10, label A),
the variable r starts decreasing, meaning that the spiral wave is getting closer to the
r = 0 boundary until the solution gets repelled by the same r = 0 boundary (left
frame in Figure 3.10, label B). After some time, r attains the maximum again (left
frame in Figure 3.10, label C).

At the same time, notice that the z variable is also having the same behavior than
r but the different lies in the phase at which it does it. This is, the times for which
r is maximum (or minimum) is not the same for z.

The phenomenon that occurs when there is interaction of the spiral wave solution
with both boundaries exhibits two scales: a fast one and a slow one. The fast scale
being the revolving of the spiral wave, whereas the slow scale is the movement of
the core of the tip trajectory as a whole. This movement of the core is a drifting
along the z = 0 boundary towards the r = 0 boundary and away from the r = 0
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Figure 3.10: Evolution of r and z as time advances when there is interaction with
both r = 0 and z = 0 boundaries for scenarios 1, 4 and 5 shown in the left, middle
and right frame, respectively.

boundary.

We do not include scenarios 2 and 3 because they behave in a very similar manner
to scenario 1.

For scenario 4 (see Figure 3.10, middle frame) we have also a similar behavior but
the oscillations of the variables r and z are less regular than for the case of scenarios
1 and 5. This due to the fact that the spiral wave tip trace in two dimensional
cartesian coordinates for this selection of parameters (M = 4 and Re = 0.8) exhibits
a weak meandering. This meandering is responsible for the irregular oscillation of
the respective scroll wave in cylindrical coordinates.

For scenario 5 (see Figure 3.10, right frame) we have, qualitatively, the same behavior
as in that explained earlier for scenario 1. The difference lying in the phase and
amplitude.

Notice that scenario 4 has the most irregular behavior in the oscillations for the
variables r and z, followed by scenario 5 and finally scenario 1.

Recall that all our studies are for the case of positive filament tension parameter
regime. It is well known in the literature that the solutions of the scroll ring kind
eventually collapse. However, the dynamics that the solutions for scenarios 1,4 and
5 depicted in Figure 3.10 are due to the interaction with the r = 0 and z = 0 bound-
aries, neglecting completely the effect of the positive filament tension parameter
regime. This kind of behavior has been reported also for negative filament tension
Azhand et al. (2014), where the effect of the parameter regime gets neglected by the
effect of the boundaries.

3.3 Discussion and Conclusions

We have investigated the dynamics of solutions of the spiral wave kind which cor-
responds to slices of three dimensional scroll rings for the Karma model (3.1) for a
particular set of parameters (Scenarios 1-5). We were able to calculate some critical
values of z along with some functions (Section 3.2.1) that have helped us to predict
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the qualitative behaviour on the long time of the solutions in question. This is,
once M and Re are chosen and an initial condition given we can predict what the
behavior of the scroll ring will be, meaning that we are able to give information
about the dynamics of the solutions, that is, if the corresponding scroll ring in three
dimensions will shrink entirely (collapsing with the r = 0 boundary); if it will dis-
appear at the bottom (z = 0) boundary, or if the scroll ring stabilizes for which case
we can explicitly state this region.

As the solutions considered in this work are for very large integrating times they can
be physiologically irrelevant. This because the heart cannot be either in an arrhyth-
mic state nor in a fibrillatory state for long periods of time. However, understanding
the mathematical behaviour of those solutions for the long times is of interest to
have a complete knowledge of the solutions and their dynamics.

Although our implementation was very straightforward, we were able to obtain in-
sightful information on the dynamics in three dimensions of scroll rings in the Karma
model. Also, it is possible to modify the experiment to look for additional infor-
mation without tuning up or modifying too much the programs. We are interested
now in studying the interaction of the solutions with the boundaries with a different
set of parameters where the solutions in two dimensions are of the spiral wave kind
but the trajectory of the tip follows not only circular or meandering cores, but more
complicated ones as depicted in Figure 3.1 for small Re and M values.

Of interest are also the solution’s in three dimensions where we have negative fil-
ament tension. This due to the fact that some instabilities arise in three dimen-
sions where the respective solutions in two dimensions are stable and well studied
Mikhailov et al. (1985); Pertsov et al. (1993); Alonso et al. (2004); Alonso and Pan-
filov (2007); Alonso et al. (2013), making it impossible to generalize the behaviour
from two to three dimensions. In order to study this type of solutions, the constant
times τE and τn would have to be modified in the Karma model (Eq. (3.1)). We
can repeat our experiments and study those solutions with these new parameters.

With the results obtained, we now have a better understanding of the solutions of the
scroll ring type in the Karma model. The natural question now is to study solutions
of a more general kind such as scroll waves, which appear in cardiac dynamics
Karma (1993); Winfree (1994) and apply the knowledge that we have so far to
predict the behaviour in this scenario. The aim is to be able to apply this results
in even more complicated cases of three dimensional solutions where break up of
scroll waves occur, which have been reported in the literature that they appear
when patients suffer from cardiac arrhythmias and ventricular tachycardias and
ventricular fibrillation.

With the experience gained by studying this simple model, we can move now to study
more complicated ones and perform these same experiments or small variations of
them and predict obtain good (qualitative) data from them.
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Chapter 4

Numerical Solutions of Equations of Cardiac

Wave Propagation based on Chebyshev

Multidomain Pseudospectral Methods

The structure of this present chapter is developed as follows. First, we present the
model equations that we will address (Section 4.1) in our study. In Section 4.2, we
describe the methods we will be using for our comparison. Moving on, in section
4.3, we study the models equations for the one dimensional case. In section 4.4, we
present a scaling study which will be helpful to compare different models of cardiac
propagation in terms of the convergence of the numerical scheme. Section 4.5 deals
with stability issues of the presented methods. Later on, we present advantages and
disadvantages in the two dimensional case (Section 4.6) where we discuss solutions of
the spiral wave kind. We continue with some estimates for three dimensions (Section
4.7) about computing time. Finally, we conclude with a section of discussion and
conclusions (Section 4.8).

4.1 Model equations.

In order to get consistency in our results, we will perform experiments in two differ-
ent models, namely the Karma model which is a two variable model that reproduces,
qualitatively, generic restitution and dispersion properties of cardiac tissue Karma
(1994), and the minimal ventricular (MV) model which contains the minimum num-
ber of variables necessary for an action potential (AP) that can reproduce arbitrary
action potential duration and conduction velocity restitution curves as well as a
range of realistic AP shapes Bueno-Orovio et al. (2008).

The Karma model studied is given by equations (3.1)-(3.5) described in Chapter 3.

The differential equations for the MV model are as follows:

∂tu = ∇(D̃∇u)− (Jfi + Jso + Jsi),
∂tv = (1−H(u− θv))(v∞ − v)/τ−v −H(u− θv)v/τ+

v ,
∂tw = (1−H(u− θw))(w∞ − v)/τ−w −H(u− θw)w/τ+

w ,
∂ts = ((1 + tanh(ks(u− us)))/2− s)/τs,

(4.1)

CMD: Explicit Chebyshev Multidomain,SICMD: Semi-Implicit Chebyshev Multidomain,
ICMD: Implicit Chebyshev Multidomain, OS: Operator Splitting.
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where the variable u represents the transmembrane voltage and D̃ is the diffusion
matrix, which is equal the identity. The three currents are given by the following
equations:

Jfi = −vH(u− θv)(u− θv)(uu − u)/τfi,
Jso = (u− u0)(1−H(u− θw))/τo +H(u− θw)/τso,
Jsi = −H(u− θw)ws/τsi,

(4.2)

and H(u) is the standard Heaviside function. Most of the time constants are func-
tions of the voltage variable u and are defined as follows:

τ−v = (1−H(u− θ−v ))τ−v1 +H(u− θ−v )/τ−v2,
τ−w = τ−w1 + (τ−w2 − τ

−
w1)(1 + tanh(k−w (u− u−w)))/2,

τso = τso1 + (τso2 − τso1)(1 + tanh(kso(u− uso)))/2,
τs = (1−H(u− θw))τs1 +H(u− θw)τs2,
τo = (1−H(u− θo))τo1 +H(u− θo)τo2,

(4.3)

and the infinity values are defined as

v∞ =

{
1, u < θ−v
0, u ≥ θ−v

,

w∞ = (1−H(u− θo))(1− u/τw∞) +H(u− θo)w∗∞.
(4.4)

A more detailed description of this model can be found in Bueno-Orovio et al. (2008).

4.2 Numerical Methods

The numerical methods to be used in this work are as follows. The first method
is the standard finite difference scheme (FD) where space is discretized with the
usual three point centered finite difference and time is integrated with the Euler
method. For the second method (CMD) space is discretized using multidomain
pseudospectral derivative and explicit integration in time with Euler. For the third
method (SICMD) space is discretized as in (CMD), and the non linear term is
treated explicitly. The fourth method (ICMD) considers both, the reactive and
diffusive parts as implicit. Finally, we use an Operator Splitting method (OS) Qu
and Garfinkel (1999) where we use a pseudospectral approach to discretize space
and for the time we use explicit integration.

All the implementations of the methods have been optimized by tabulating precom-
puted lookup tables for computationally expensive functions (such as the exponential
and hyperbolic tangent) of one variable. For the LU implementations, we have used
the CSR (Compressed Sparse Row) format Saad (2003) to store the matrices L and
U as vectors, thus saving memory. The calculations were done on a computer with
an AMD opteron (6282SE, 2.6 GHZ) processor.

A version of this present chapter has been submitted for publication in the journal Mathematics
and Computers in Simulation.
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4.2.1 Implementation of the CMD method.

Thus, with the application of the pseudospectral method based on equation (2.32)
for the Karma model (Eq. 3.1), in two dimensions we obtain the following

dEij
∆t = A

∑N
k=0D

(2)
ik Ekj +B

∑N
k=0 uikD

(2)T

kj + 1
τE
f(Eij , nij),

dnij
∆t = 1

τn
g(Eij , nij),

(4.5)

where Eij(t) ≈ E(xi, yj , t),nij(t) ≈ n(xi, yj , t). In equation (4.5), A = 4γ/(xR−xL)2

and B = 4γ/(yR− yL)2, and they appear as a consequence of the linear transforma-
tions [xL, xR] and [yL, yR] to [−1, 1] and include the respective diffusion coefficients.
No-flux boundary conditions are implemented by solving the system∑N

k=0D
(1)
0k Ekj = 0,∑N

k=0D
(1)
NkEkj = 0,

(4.6)

for E0j and ENj , j = 1, N − 1 and similar conditions hold for Ei0 and EiN , i =
1, N − 1.

In order to apply the Chebyshev pseudospectral method, we employ a multidomain
approach used previously in Olmos and Shizgal (2006). It consists of dividing the
intervals [xL, xR] and [yL, yR] into Ni overlapping subintervals, Iµ = [xµ0 , x

µ
Nc−1]

and Iν = [yν0 , y
ν
Nc−1], respectively, and µ and ν = 1, Ni. In each dimension all the

subintervals have the same length. For each subinterval, we apply the procedure
described in equations (2.25)-(2.30) with the resulting system of ODE’s given by

equation (4.5) with A = 4Dx
(xµNc−1−x

µ
0 )2

and B =
4Dy

(yνNc−1−y
ν
0 )2

and the indices in equa-

tions (4.5) and (4.6) going from 0 to (Nc − 2)Ni + 1. Dx and Dy are the diffusion
coefficients. The first and second derivative matrices D(1) and D(2) in equations
(4.6) and (4.5), respectively, for the Chebyshev multidomain(CMD) method, are
block diagonal matrices as shown in Olmos and Shizgal (2006).

The application of the Chebyshev multidomain in the solution of equation (4.1)
requires a choice of two parameters, the number of subdomain Ni and the number
of Chebyshev points per subdomain Nc, chosen sufficiently large so as to achieve
numerical convergence. For Chebyshev multidomain, we can increase both Nc and
Ni or fixing one while increasing the other.

4.2.2 Implementation of the SICMD method.

The spirit of the SICMD method to solve equation (1.16) with constant D, is to
consider the diffusion term as implicit, whereas the reactive term as explicit. Fol-
lowing the formulation in Keener and Bogar (1998) we arrive to the formulation for
the one dimensional case and scalar V ,

V n+1 −∆tD̂2V n+1 = (I −∆tD̂2)V n+1 = V n + ∆tF (V n) (4.7)

where V n = (V n
2 , V

n
2 , ..., V

n
Npx−1)> with V n

j ≈ V (xj , t
n) and D̂(2) is the second

derivative operator of size Npx − 2×Npx − 2 as given in Olmos and Shizgal (2006)
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with the boundary conditions given in equation (4.6). V n
1 and V n

Npx
are given by

equation (4.6).

The implementation of the SICMD method reduces to solve a linear system of the
form Ax = b at each time step. This system has a very particular form which arises
from the structure of the matrices to approximate the second derivative operator
by means of the Chebyshev pseudospectral method Olmos and Shizgal (2006). The
resulting matrix A is a blockwise diagonal matrix. An LU decomposition is applied
taking the advantage that both L and U “preserve” the structure of A, that is, L
has the following form



l12,2
l13,2 l13,3
...

...
. . .

l1Ncx−1,2 l1Ncx−1,3 . . . lNcx−1,Ncx−1

l22,1 l22,2
...

...
. . .

l2Ncx−1,1 l2Ncx−1,2 . . . lNcx−1,Ncx−1

...

lNix2,1
...

. . .

lNixNcx−1,1 . . . lNixNcx−1,Ncx−1


The matrix U has a similar form but it is upper triangular. Under these consid-
erations, solving a system Ax = b is equivalent to solve LUx = b, which is easily
solved by means of a forward and backward substitution. Finally, the solution for
the two and three dimensional cases requires the additional implementation of an
ADI method LeVeque (2007).

4.2.3 Implementation of the implicit method.

The implicit version used in this work, is based on the method developed in Olmos-
Liceaga and Segundo-Caballero (2016). In order to solve equation (1.16), we consider
both the reaction and the diffusion parts as implicit, i.e.

V n+1 −∆tD̂2V n+1 = (I −∆tD̂2)V n+1 = V n + ∆tF (V n+1)

However, the reaction part is approximated by the first two terms of its Taylor
approximation, around V n, which gives

(I −∆tD̂2)V n+1 = V n + ∆t(F (V n) + (V n+1 − V n)FV (V n)) (4.8)

or

(I −∆tD̂2 −∆tI ⊗ FV (V n))V n+1 = V n + ∆t(F (V n)− V nFV (V n)) (4.9)

where I ⊗ FV (V n) denotes the Npx − 2 ×Npx − 2 diagonal matrix whose elements
are given by FV (V n).
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4.2.4 Implementation of the OS method.

The operator splitting method (OS), will be used for comparisons in two and three
dimensions. We follow the same approach as in Qu and Garfinkel (1999). For our
implementation, we use Euler finite difference scheme to solve the reaction part,
whereas the diffusion part was solved implicitly with Euler.

4.3 One dimensional numerical convergence analysis.

In order to know the performance of each of the methods presented in this work,
an error analysis is considered. The equations are solved for an integration time
T = 250, and for each approximated solution Ua, we measure the error by the
equation

e = max
{i=2,Npx}{j=1,J}

‖Ue(xi, tj)− Ua(xi, tj)‖∞ , (4.10)

where Ue, denotes the exact solution and ‖·‖∞ denotes the usual l∞ norm. However,
in this case, the exact solution is not known. Thus, we take as our exact solution
for the Karma model the one obtained with CMD with a configuration of Nix = 667
and Ncx = 8. This solution was taken because the error between two of the solutions
obtained with CMD, one with Nix = 500 and Ncx = 8 and the other with Nix = 667
and Ncx = 8 gives an error of the order of 1× 10−11. For the MV model, we took as
our converged solution the one obtained with CMD with 4000 points (Nix = 1999
and Ncx = 4). Therefore, we assume the solution to be our exact solution and we
will study how fast the solutions obtained with the different methods get closed to
it.

In order to find the error given in Eq. (4.10), we use relations (2.25) and (2.27).
For each subdomain of the converged solution, we compute the corresponding ak
values (using (2.27)). Then, we use equation (2.25) to calculate f(xj), where xj is
the domain where the approximated solution is defined.

4.3.1 The Karma model.

In this section we study the Karma model (3.1) where the Heaviside function in
equation (3.2) is replaced by the sigmoid function

f(E) =
1

2
(1 + tanh(10(E − En))). (4.11)

Therefore, (3.2) takes the form

f(E,n) = −E + [E∗ −D(n)]h(E),
g(E,n) = R(n)1

2(1 + tanh(10(E − En)))− [1− 1
2(1 + tanh(10(E − En)))]n.

The initial condition used to obtain our results is given by

E(x, 0) = 1
[1+e4(x−5)]2

− 1
[1+e4(x+10)]2

,

N(x, 0) = 0.5.
(4.12)
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Figure 4.1: A) Numerical solution of the Karma model (Eq. 3.1). Parameters used
were as in table (4.1). Solution shown at integration time t∗ = 240. The front
is located around x = 65 space units. B) Numerical solution of equation (4.1)
on a domain of x ∈ [0, 200] with initial condition given by relation (4.13). Model
parameters taken as in table 1 in Bueno-Orovio et al. (2008) with uso = 0.55 and
us = 1.15. Time for which the plot is shown is t∗ = 69.3. The front is located
around x = 185 space units.

Under these considerations we obtain a propagating pulse which travels from left to
right and a profile for T = 240 time units is shown in Figure 4.1A.

In the present section we consider a convergence analysis for the pseudospectral
approach and finite differences for equation (3.1). For the pseudospectral methods
there are three parameters that can be used to optimize the performance of the
method, Npx, Ncx and Nix. In order to achieve a better understanding of the perfor-
mance of the pseudospectral methods, we present two convergence analysis, where
in each scenario we fix the value of Ncx = 4 and 8.

In tables 4.3 and 4.4, a convergence analysis for the CMD method increasing Npx

with Ncx = 4 and Ncx = 8 , respectively, is shown. From the tables it is clear that
as we increase the number of points, a more accurate solution is obtained, with the
requirement that smaller time steps are taken into account. It follows that taking
Ncx = 8 provides a convergence to the exact solution faster than taking Ncx = 4.

Observe that when using CMD with Nix = 74 and Ncx = 4 and Nix = 25 and
Ncx = 8, for an approximate of Npx ≈ 150 points, and ∆t = 1 × 10−3, the errors
obtained are of the order of 1 × 10−2 (tables 4.3 and 4.4). The conclusion then is
that even though the method with Ncx = 8 provides a faster convergence, is for
Ncx = 4 when we obtain a better solution if our aim is to get solutions within an
error of 1×10−2. The solution with CMD and Ncx = 4 is almost twice as fast as the
solution with CMD and Ncx = 8. This is due to the amount of calculations required
to obtain an approximated solution with this scheme.

Now we discuss the performance of FD (Table 4.5), SICMD (Table 4.6) and ICMD
(Table 4.7). By gathering the information shown on Tables 4.5-4.6 we infer that
SICMD method converges faster than FD. Simulations with SICMD were done with
Ncx = 8, 16 and 32 and the results were very similar than those obtained on Table
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4.6, where Ncx = 4. On the other hand, the results obtained with ICMD, were
similar to those obtained with SICMD. So far, there is a disadvantage for ICMD,
compared to SICMD as the linear system to solve, changes in each iteration. The
possible advantage of the time step for ICMD is discussed in section 4.5.

It is important to note that for Ncx = 8 and Nix = 4000 and ∆t = 1 × 10−5, the
error was of the order of 1×10−13. This error was the minimum obtained even if we
increased the value of Ncx to 16 or 32 and ∆t was fixed. However, a larger choice of
Ncx implies a smaller choice of ∆t, and thus we stayed with Ncx = 4.

As a conclusion, SICMD provides a better solution than the other methods even
though the CMD method performs better in terms of precision. Also, we consider
worth it to implement the SICMD method as the computing time to generate ap-
proximated solutions is reduced by a large margin compared to CMD and FD and
we obtain very precise solutions with SICMD.

4.3.2 The MV model.

We proceed now to present the results obtained when solving Eq. (4.1). We used
the model parameters as in Table 1 in Bueno-Orovio et al. (2008) with the exception
of uso and us, whose values we choose to be 0.55 and 1.15, respectively. The initial
condition used is

U(x, 0) = 1
[1+e4(x−10)]2

− 1
[1+e4(x−5)]2

,

V (x, 0) = 1,
W (x, 0) = 1,
S(x, 0) = 0,

(4.13)

which gives solutions as the one depicted in Figure 4.1B.

As in the previous model, we present a convergence analysis for each of the numerical
methods. We begin with an analysis of the CMD method. In this case we only took
Ncx = 4. Slightly better results were obtained with Ncx = 8, where the minimum
error was of the order of 1 × 10−4. Based on the similarity, we decided to show
only the case of Ncx = 4 (Table 4.8). Tables 4.9 and 4.10, show the analysis for the
FD and the SICMD methods. By comparing these tables, we see that with SICMD
is possible to obtain an approximated solution with half the number of points that
attains the same precision as that of FD (2000 points and 4000 points, respectively).
However, it is noted that convergence of the methods for the MV model is much
slower that for the previous model.

This is due to the width of the narrow band where the excitation takes place. In
other words, the solution of equation (4.1) decays much faster than the solution of
equation (3.1). To show this, we calculated how fast is the decay in both models.
In Figure 4.2 we show the exponential decay of the solutions by showing a semi-log
graph for voltage versus position, near the location of the front. The slope of the
line for the Karma model is around mK = −84 and for the MV model we have
that mMV = −417 approximately. This means, that the front in the Karma model
behaves as an exponential decay of approximately uK ≈ e−84x whereas for the MV
model the front behaves as uVM ≈ e−417x. It is important to note that the domains
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Figure 4.2: Exponential behavior of the solution of equations (3.1) and (4.1) at
the location of the fronts. (a) Karma model. Domain x ∈ [0, 120]. Slope mK =
−84 approximately; (b) MV model. Domain x ∈ [0, 200]. Slope mMV = −417
approximately.

of the models for which we solve the models are not the same (for the Karma model
x ∈ [0, 120] and for the MV model we have x ∈ [0, 200]). Then, to compare them,
we need to rescale one of the domains into the other. We do this by following the
procedure as in Olmos and Shizgal (2006) to map the domain [0, 200] into [0, 120].
After this, we obtain that the front of the MV model behaves as uMV ≈ e−541x.

4.4 Numerical precision as a function of the size of the
interval and the stiffness of the equation

In the previous section, we presented a precision analysis as a function of the num-
ber of discretization points for two models in cardiac dynamics. Our goal is now
to establish a criterium such that for a given model in cardiac electrophysiology
based on the formulation of Hodgkin and Huxley Hodgkin and Huxley (1952) and
a particular physical domain, it can be proposed a discretization of the domain, as
well as in the time step such that we can obtain a desired accuracy.

This idea follows from the fact that equations for cardiac wave propagation have
similar behavior. The major source of the different scales, is due to the time scale
of the fast inward sodium current Hodgkin and Huxley (1952); Beeler and Reuter
(1977). This process occurs in a much faster time scale than the rest of the processes
involved in the formation of action potentials Hodgkin and Huxley (1952); Beeler
and Reuter (1977). The fast entrance of the inward sodium current provokes a fast
change in what is called the voltage variable (variables E and U for the Karma
and the MV models, respectively). This time scale is the one that imposes the fast
changes in time in the model. By considering the complete model, the scale given by
the coefficient of the diffusive process, the fast time scale and the size of the physical
domain, dictate the different scales in space.

In general, for a model of cardiac wave propagation, the formulation has the following
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form
∂u

∂t
= K

∂2u

∂x2
+ ρf(u) (4.14)

where u is the voltage variable and ρ is the inverse of the time constant for the
sodium fast inward current times the maximum value of f over the corresponding
domain. Based on this information, and the fact that simulations take place over
a finite domain [a, b], it is possible to scale equation (4.14) as done in Olmos and
Shizgal (2006), such that the problem is equivalent to

∂u

∂τ
=
∂2u

∂z2
+ f̂(u) (4.15)

over the domain [
√

ρ
K a,

√
ρ
K b] with z =

√
ρ
Kx and τ = ρt and where f̂ is just f

times a scaling factor such that f̂ has its maximum value equals 1. Such scaling
becomes very important if we want to compare difficulty of solving different type
of cardiac model equations. As an example, for equation (3.1) 1

τE
= 0.4, and for

equation (4.1), and according to Bueno-Orovio et al. (2008) 1
τfi

= 9.09. In order

to compute ρ for each case, we can find theoretically the maximum of f for each
model or simply give an accurate estimate by solving the corresponding ODE system
and finding the maximum in absolute value of the derivative for the variables that
model voltage. It follows that ρ = 0.27 and 3.2 for the Karma and the MV models,
respectively.

At first glance, it would be easy to claim that because the value of ρ for model (4.1),
is larger, then it would imply that such model needs more discretization points in
order to get a given precision for both models. As it will be the case, nonetheless we
still need to rescale space. For the Karma model in this work, K = 1.171, a = 0 and
b = 120, giving a rescaled domain of z ∈ [0, 57.62]. In the case of the MV model,
K = 1, a = 0 and b = 200, which implies a scaled domain of z ∈ [0, 357.77].

From the changes of scale, we can see that the Karma model has the form of equation
(4.15) over an interval z ∈ [0, 57.62], whereas the MV model can be changed to the
form of equation (4.15) over the interval z ∈ [0, 357.77]. In this case, the fast
dynamics in space due to ρ and K, has been converted into a problem about the
size of the numerical domain. Observe that f for the Karma and the MV model
are not the same. Nonetheless, what really matters is the time constant ρ, because
f only plays the role of the transition between the resting and the excited states
FitzHugh (1961).

If we solve equation (4.15), over two domains of different length L1 << L2 and
the same initial condition, clearly, with the same number of discretization points,
the solution with the interval with length L1 will be much more precise than the
numerical solution obtained for the interval of length L2. The reason is basically
that for the domain with length L2 there are much less points than the domain with
length L1, that will capture the fast changes of the solution.

What follows now is to connect both problems. If particular numerical precision is
needed for a complex model, can we use information of the simple model to predict
the number of discretization points and time step? The answer is yes, and can be
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Figure 4.3: Number of subintervals Ni (with Nc = 4) in order to get precision
of O(10−2) as a function of the length of the domain, for the Karma model (Eq.
3.1). Solid Bold (∆t = 1 × 10(−2)), Solid (∆t = 1 × 10(−3)), Dashed Bold (∆t =
1× 10(−4))

done easily by the proper change of variables and having information about the
numerical precision (number of discretization points and time step) for the simple
model.

We begin with a graph that shows the number of subintervals Ni (with Nc = 4)
needed to attain an error of 10−2 for a given length of the domain, for the Karma
model (Eq. 4.1). With this information, if we ask for the MV model (Eq. 4.1) over
the domain [0, 200] and total integration time of T = 100, to have an error of 10−2,
we transform our problem into the scaled model (Eq. 4.15) and then, change it to
the parameter space provided by the Karma model (Eq. 3.1). This implies to solve
the Karma model over the domain x ∈ [0, 745] with total integration time T = 1185.

From Figure 4.3, clearly, it is needed to take Ni = 999, Nc = 4 and ∆t = 0.0001 in
order to obtain a solution with error of 10−2. This result is corroborated from Table
4.10.
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To conclude, we have proposed an easy mechanism to assure certain level of con-
fidence when solving a model of cardiac wave propagation based on the Hodgkin-
Huxley mechanism. What is only requires is to do the analysis on a simple two
variable model, like the Karma model (Eq. 3.1) or a simple Fitzhugh-Nagumo
generic model FitzHugh (1961); Keener and Sneyd (2010), and then transform the
complex model to the simple dynamics.

4.5 A comparison of the stability region for the CMD,
SICMD and ICMD methods

We end the one dimensional case by analyzing the stability regions for the SICMD
ICMD and CMD methods. In order to analyze the stability regions, we consider the
scalar linear problem

∂u

∂t
=
∂2u

∂x2
− ρu (4.16)

over a finite domain [a, b], with Neumann boundary conditions equal to zero, i.e.

∂u

∂x

∣∣∣∣
x=a

= 0 and
∂u

∂x

∣∣∣∣
x=b

= 0

When applying the SICMD, ICMD and CMD methods to solve equation (4.16) with
boundary conditions, we arrive to the difference equation

Un+1 = (1−∆t)[I −∆tD̂(2)]−1Un and n = 0, 1, 2, ... (4.17)

for the SICMD method. For the ICMD method, the corresponding equation is

Un+1 = [I −∆tD̂(2) + ρ∆tI]−1Un and n = 0, 1, 2, ... (4.18)

whereas for the CMD method we obtain

Un+1 = [(1− ρ∆t)I + ∆tD̂(2)]Un and n = 0, 1, 2, ... (4.19)

where Un = (Un2 , U
n
2 , ..., U

n
Npx−1)> with Unj ≈ u(xj , t

n). Un1 and UnNpx are given by

equation (4.6). Clearly, the stability of the schemes depends on that the largest
eigenvalue of each of the matrices on the right hand side, lies inside the unit circle.

For the SICMD method, consider the matrix

A = I −∆tD̂(2). (4.20)

Now, in order to find the minimum eigenvalue in norm ψ for A, we consider Av = ψv.
Then,

(I −∆tD̂(2))v = v −∆tD̂(2)v = ψv

or

D̂(2)v =

(
1− ψ

∆t

)
v. (4.21)
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As D̂(2) is a second derivative operator with no-flux boundary conditions, it has its
minimum eigenvalue zero.

From equation (4.21) the corresponding norm of ψ due to λ is 1. Numerically, it
was observed that the rest of the eigenvalues of D̂(2), are real, negative and distinct,
in concordance with Gottlieb and Lustman (1983). This would imply that the rest
of the eigenvalues of matrix A are real, positive and with norm larger than 1.

Therefore, the smallest eigenvalue for A must be ψ = 1. It follows that the maximum
eigenvalue in norm for A−1 is one. From equation (4.17), the stability of the method
is practically given by the factor (1−ρ∆t). If ∆t is less than 2

ρ , the method is stable.
Otherwise is unstable.

For the ICMD method, we follow the same steps than for the SICMD method and
implies that the largest eigenvalue of [I −∆tD̂(2) + ρ∆tI]−1 is 1. Therefore, for any
∆t value, we obtain a stable solution.

For the CMD method, there is no bound for the maximum eigenvalue of the ma-
trix defined in equation (4.19). Clearly, if ξ is the largest eigenvalue of D̂(2) with
eigenvector v, it follows that

[(1− ρ∆t)I + ∆tD̂(2)]v = v − ρ∆tv + ∆tD̂(2)v = (1− ρ∆t+ ∆tξ)v

and if ξ = a + ib, then |λ| =
√

(1− ρ∆t+ ∆ta)2 + (∆tb)2. This implies that the

behavior of the largest eigenvalue of (1 − ρ∆t)I + ∆tD̂(2), follows the behavior of
the largest eigenvalue of D̂(2).

In Figure 4.4, it is shown the maximum value of ∆t required to obtain a stable
solution with CMD, for different values of Ni and Nc = 4.

From the information obtained in this section it is clear that ICMD performs better,
followed by SICMD and CMD. Stability, however, does not imply a better solution.
For the case of SICMD a stable solution is obtained with ∆t < 2

0.27 ≈ 7.4, whereas
for ICMD any value of ∆t is valid. However, with SICMD a meaningful physical
solution was obtained with values up to ∆t = 3, whereas for ICMD the maximum
value for that purpose was ∆t = 1.9 (Larger values implied no pulse propagation).
With this information and considering that SIMCD requires much less operations,
from now on we will not consider ICMD for higher dimensions.

4.6 Two dimensional studies

Because the equations that we are solving are blunt approximations of what really
happens, having extremely high precisions in our solutions is not that pressing or
rigorously relevant. However, it is of key importance to know the reliability of the
methods to replicate the phenomena that the model equations describe.

In this section we are interested in (i) reducing the number of operations that each
method needs to solve the equations up to a time T ; (ii) find a suitable configura-
tion for the pseudospectral based methods, such that the precision of the obtained
solution with a maximized ∆t and minimized Np is comparable to that obtained
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Figure 4.4: Maximum ∆t in order to obtain a stable solution for the Karma model
using the CMD method for different values of length of the domain L, fixed Ncx = 4,
Nix = 299 (Solid black), Nix = 499 (dashed gray), Nix = 699 (dashed black),
Nix = 899 (Solid gray).
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with FD, and (iii) compare the performance in the evaluation of solutions typical of
cardiac dynamics.

To achieve this, we focus on four numerical methods: FD, CMD, SICMD and OS.
OS has proven to be useful for solving equations of the Reaction-Diffusion type for
cardiac wave equations (Olmos and Shizgal (2009),Qu and Garfinkel (1999)), with
the pseudospectral approach to discretize space.

4.6.1 The Karma Model

We begin our studies by solving equation (3.1) over a squared domain x ∈ [0, 120],
y ∈ [0, 120]. When solving cardiac models it is of great importance to study solutions
of auto sustainable waves that rotate in the media. These are known as spiral waves
and we focus on solutions of this type. In order to generate such waves we take the
initial condition E(x, y, 0) = E(x, 0) as in equation (4.12) and N(x, y, 0) = 0.5. We
let evolve the generated pulse for a certain time, t = t∗, then we set

E(xi, yi, t
∗) = 0,

N(xi, yi, t
∗) = 0,

(4.22)

for yi, where i ≥ Npy
2 . Simulations were taken with 150, 300 and 600 points for each

dimension for FD. In the case of CMD, SICMD and OS, we took 152 (Nix = 25,
Ncx = 8), 302 (Nix = 50, Ncx = 8), 602 (Nix = 100, Ncx = 8) per dimension.

In Figure 4.5 (Left) we show solutions of equation (3.1) (E(x, y, t∗) = 1) for t∗ = 1700
using FD with the three different configurations along with the solution obtained
with CMD with 602 points per dimension as, based on the one dimensional analysis,
provides an accurate solution to approximate the exact one.

It is important to remark here that simulations with CMD method taking configura-
tions of 152 (Nix = 25, Ncx = 8), 302 (Nix = 50, Ncx = 8), 602 (Nix = 100, Ncx = 8)
per dimension, respectively, are practically indistinguishable, that is, solutions with
CMD converge faster than FD.

The solutions obtained with the SICMD method behave in a similar manner than
the CMD method. This is, they are practically indistinguishable between themselves
when configurations of more than 150 points per dimension are considered. For the
OS method, although it is capable of producing numerical solutions with relatively
large time steps, in terms of convergence, we obtained a similar behavior to that of
FD.

From the results obtained, it can be concluded that the methods based on Chebyshev
polynomials are better than the finite difference approach as clearly the obtained
solutions with CMD and SICMD with 150 points (Ni = 25, Nc = 8) are closer to
the converged solution compared to the solution obtained with FD and 600 points.
However, the question we want to answer is which of the developed methods provides
better results for the two dimensional solutions based on the number of points for
the spatial discretization and the time step in time.

Moreover, to obtain the solution with FD with 600 points per dimension we have
used a time step of ∆t = 1 × 10−3 whereas for the solution with CMD with 150
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Figure 4.5: (Left) Solution of equation (3.1) in two dimensions using FD compared
with CMD (Nix = 667, Ncx = 8, Niy = 667 and Ncy = 8 giving a total of 602 points
per dimension) for time t∗ = 1700. Numerical parameters: τE = 2.5, τn = 200,
γ = 1.171, Eh = 1.75, En = 1.0, E∗ = 1.5414, Re = 0.9 and M = 4. The domain
used is x ∈ [0, 120] and y ∈ [0, 120]. The surface level of the contour plots is
E(x, y, t∗) = 1. (Right) Comparing solutions with FD (600 points per dimension),
CMD (Nix = 100, Ncx = 8, Niy = 100, Ncy = 8 for a total of 602 points per
dimension) and SICMD (Nix = 35, Ncx = 4, Niy = 35, Ncy = 4 for a total of 70
points per dimension). Time for which plots are shown is t = 1200. The surface
level of the contour plots is E(x, y, t) = 1.

51



4.6 Two dimensional studies Numerical Solutions of Equations of . . .

points per dimension we need to take a time step of ∆t = 1× 10−2. This is an order
of magnitude larger, which helps also to speed up the the computations. For the
SICMD method with 150 points per dimension, we took ∆t = 0.1. This is three
orders of magnitude larger than the one with FD with 600 points per dimension.
This implies that computations in two dimensions are much faster with SICMD than
with the rest of the methods.

Now we ask the converse question. If we consider a solution with FD with 600
points per dimension, how many points does it take to have a solution using the
SICMD method with a precision comparable to that obtained with FD? In Figure
4.5 (Right), we present three approximated solutions, the one obtained with FD
(600 points per dimension), the one obtained with CMD (Ncx = 8 and Nix = 667)
and the one obtained with SICMD (Nix = 35 and Ncx = 4), and we observe that the
one with SICMD is closer to the one with CMD than the FD one. Then, to obtain
a solution with a precision like the one with FD with 600 points per dimension
(∆t = 1× 10−3), SICMD only requires 70 points per dimension (∆t = 0.1), which is
considerably less points and time steps and therefore reduces the computation time
dramatically.

It is worth to mention that stable and meaningful solutions could be obtained with
∆t = 3.5 and Nix = Niy = 74 and Ncx = Ncy = 4 for the SICMD method. For
this ∆t solutions of the spiral wave kind were obtained with acceptable physical
meaning. Based on this comment, the solutions obtained with SICMD are four
orders of magnitude faster than FD.

From the count of operations (See Appendix) it follows that FD takes less steps
than any of the pseudospectral methods. Nonetheless, this is only the number of
operations per time step. Clearly, from the results in the previous section and in
Section 4.5, it is expected that at least the SICMD method will allow larger time
steps and then, reverting the order of the total number of operations, giving a much
smaller computing time. This issue is explored in detail for the three dimensional
case in Section 4.7.

4.6.2 Some physiological quantities of interest

In Figure 4.6 we show the tip trajectories for the Karma model using the parameter
set described in Table 4.1 with the SICMD method for two different configurations
of points and we compared them with the FD case. Using SICMD with 600 points
per dimension is ten times faster than FD with 500 points per dimension, this again,
as it is possible to take a time step for SICMD that is one order of magnitude larger
than the FD case.

The methodology used to calculate the tip trajectory is the same as discussed in
Fenton et al. (2002). This is, we identify spiral wave tips as points with zero normal
velocity at an arbitrarily chosen isopotential line that defines the boundary between
the depolarization and the repolarization wave back.

In Figure 4.7 we show some tip trajectories using the same set of parameters but
varying Re. This is in concordance with what is reported in the literature.
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Figure 4.6: Tip trajectories in the Karma model for parameter set provided by Table
4.1. Comparison using the SICMD for different configurations of points and FD.
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Figure 4.7: Tip trajectories in the Karma model for parameter set provided by Table
4.1 and varying Re using the SICMD method.
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Figure 4.8: Action potential duration restitution curve in the Karma model, Eq.
(3.1), for parameter set shown in Table 4.1 and initial conditions given as explained
in Section 4.6.1.

Also, we used the SICMD method and calculated the APD restitution curve for the
equation (3.1), using the methodology explained in Nolasco and Dahlen (1968). In
Figure 4.8, we show this curve. We started by pacing the cable with an initial basic
cycle length of 1000 ms, and once we reached a steady state, we calculated both
action potential duration (APD) and diastolic interval (DI). Then repeated the ex-
periment reducing the basic cycle length. Clearly, this curve is similar, qualitatively,
to the work previously reported by Karma Karma (1994), and Fenton et. al Fenton
et al. (2002).

Therefore, we conclude this present section by stating that the pseudospectral meth-
ods can be used as an improved alternative over the current used methods for study-
ing the behavior of the tip of a spiral wave and to study restitution curves.

54



4.6 Two dimensional studies Numerical Solutions of Equations of . . .

4.6.3 The MV model

Now we move on to present an analogous study but for the MV model, (Eq. 4.1).
When using FD we utilized 150, 200, 300 and 500 points per dimension. For the
CMD, SICMD and OS methods we used 152 (Nix = 25, Ncx = 8), 200 (Nix = 33,
Ncx = 8), 302 (Nix = 67, Ncx = 8), and 500 (Nix = 83, Ncx = 8) points per
dimension.

The domain of study is x ∈ [0, 200], y ∈ [0, 200] and we have integrated for a total
time of T = 1000 time units. We have used the model parameters as in Table 1 in ?
with the exception of τfi, uso and us, whose values we choose to be 0.15, 0.55 and
1.15, respectively.

The time step used in each of the methods were: 0.1 for FD with 150 and 200 points,
5×10−2 for FD with 300 points and 1×10−2 for FD with 500 points per dimension.
For CMD with 152, 200 and 302 points we used a time step of 1× 10−2, whereas for
the configuration with 500 points we used a time step of 5× 10−3. For the solutions
generated with SICMD we used ∆t = 0.1 for the configurations with 152, 200 and
302 points. Finally for SICMD with 500 points we used ∆t = 1× 10−2.

The initial condition used is given by the functions in Eq. (4.13). To generate
solutions of the spiral wave kind we proceeded as follows. After generating the initial
condition, we let the front evolve t = 200, and after that we set u(xi, yj , t) = 1
for i = 1, . . . , 3

4Npx and j = 1, . . . , 1
2Npy. We choose the approximated solution

generated with CMD with 500 points per dimension as our best converged solution
and we compare it to all the other solutions obtained with FD, SICMD and OS. A
comparison of these methods with the converged solution is shown in Figure 4.9

Convergence for all the methods is shown to be much slower than for the Karma
model (Eq. (3.1)) in which with a configuration of 150 points per dimension the
solutions were close to the converged solutions whereas for the MV model (Eq. (4.1))
the configurations with 150 points per dimension still are far from the converged
solutions. From Figure 4.9, it follows that if we consider simulations with 200 points
per dimension, then the methods perform from best to worst in the following order:
CMD, SICMD, FD and OS. Computationally speaking, the fastest of the schemes for
the simulations with 200 points per dimension was FD, followed by OS which took
50% more time than FD; then SICMD which took twice the time than FD. Finally,
CMD was 10 times slower than FD. It is important to remark that FD does a very
good work regarding computing time. However, the solution is far from being close
to the converged solution. From Figure 4.9 we can infer that with the pseudospectral
methods CMD and SICMD we obtain more reliable solutions for this configuration
of points (200 per dimension), as those generated with FD are still far from the
converged solution that we are taking as our base, namely, the one generated with
CMD with 500 points per dimension. If we increase the number of points to 300, we
obtain that now the the methods perform from best to worst in the following order:
CMD, SICMD, FD and OS. Another important observation here is that FD and
SICMD are comparable in the number of operations that each scheme performs to
obtain a solution (Table 4.2 with Nix = 50, Ncx = 8, Npx = 302, Niy = 50, Ncy = 8
and Npy = 302 for SICMD and Npx = 300, Npy = 300 for FD). It would mean that
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Figure 4.9: Solution of equation (4.1) in two dimensions using (a) FD for t∗ = 900;
(b) CMD for t∗ = 900; (c) SICMD for t∗ = 900; (d) OS for t∗ = 900. For every
method, a comparison was made with CMD with 500 points per dimension (Nix =
83, Ncx = 8, Niy = 83 and Ncy = 8). The domain used is x ∈ [0, 200] and y ∈ [0, 200].
The surface level of the contour plots is U(x, y, t∗) = 1.
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FD provides a good solution for this model. Nevertheless, before any conclusion, we
still have to discuss the three dimensional case.

To summarize, the results were consistent with what we obtained for the Karma
model. The SICMD method generates precise solutions and it is faster than CMD
in terms of computing time. The OS method, while faster than both CMD and
SICMD to obtain an approximated solution, it deforms the solutions as we tune up
the parameters to achieve that speed in terms of the computing time.

4.7 Three dimensional studies.

Moving on to three dimensions, we have solved the Karma model (Eq. (3.1)) on
a domain of [0, 120] × [0, 120] × [0, 48] for T = 1000 using FD with a configuration
of 600 points in the x and y dimensions and 240 points in z and SICMD with a
configuration of Nix = 35, Ncx = 4, Niy = 35, Ncy = 4, Niz = 11 and Ncz = 4 for a
total of 72 points in the x and y dimensions and 24 points in z. We chose this con-
figurations due to the obtained experience when studying the two dimensional case.
We have seen that with the respective configurations in the x and y dimensions, the
precision of both solutions was already comparable. The initial condition considered
for our simulations was given by E(x, y, z, 0) = E(x, 0) given in equation (4.12) and
n(x, y, z, 0) = 0.5. The generated front evolves, and for the time t∗ = 120, we set

E(xi, yj , zk, t
∗) = 0,

N(xi, yj , zk, t
∗) = 0,

(4.23)

where 1 ≤ i ≤ Npx, 1 ≤ j ≤ Npy
2 and 1 ≤ k ≤ Npz, in order to generate a scroll

wave. The time steps considered were 1 × 10−3 for the FD scheme and 0.1 for
SICMD. With these we already gain a speed up, computationally speaking, as the
time step needed for the SICMD is three orders of magnitude than that of FD.
Also, as we are considering considerably less points for the SICMD scheme, we have
that this method requires less operations to generate a solution. This translates
into generating an approximated solution faster. For our particular case, SICMD
required only about 0.006% of the time that FD took to generate a solution. In
Figure 4.10 (left column), we show solutions of equation 3.1 using FD (Top row)
and SICMD (Bottom row) for t = 1000.

We have solved equation (4.1) on a three dimensional domain of [0, 200]× [0, 200]×
[0, 100] for a total time T = 1000. We used FD with 300 points in x and y dimensions
and 75 points in the z dimension and SICMD with a configuration of Nix = 50, Ncx =
8, Niy = 50, Ncy = 8, Niz = 12 and Ncz = 8 for a total of 302 points in the x and y
dimensions and 74 points in z. In figure 4.10 (right columnt) we present a numerical
solution for t = 1000 with FD (Top row) and SICMD (Bottom row), respectively.
The initial condition used for our simulations is given by the functions (4.13).

Moving on to the MV model (Eq. 4.1), to generate solutions of the scroll wave
kind, after we generated our initial condition, we let the front evolve and then
when t = 200 we set u(xi, yj , zk, t) = 1 for i = 1, . . . , 3

4Npx, j = 1, . . . , 1
2Npy

and k = 1, . . . , Npz. The time step used on the FD scheme was ∆t = 1 × 10−3
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Figure 4.10: (Left column): Solution of equation (3.1) in three dimensions using
FD (frame (A)) with a configuration of 600 × 600 × 60 points, and (frame (B))
SICMD with a configuration of Nix = 35, Ncx = 4, Niy = 35, Ncy = 4, Niz = 3
and Ncz = 4 for a total of 72 × 72 × 8 points. The integration time is t = 1000
time units. The domain used is x ∈ [0, 120], y ∈ [0, 120] and z ∈ [0, 48]. (Right
column): Solution of equation (4.1) in three dimensions using FD (frame (A)) with
a configuration of 300×300×75 points, and (frame (B)) SICMD with a configuration
of Nix = 50, Ncx = 8, Niy = 50, Ncy = 8, Niz = 12 and Ncz = 8 for a total of
302 × 302 × 74 points. The integration time is t = 1000 time units. The domain
used is x ∈ [0, 200], y ∈ [0, 200] and z ∈ [0, 100].
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whereas for the SICMD method it was possible to use ∆t = 0.1. This is three
orders of magnitude larger, thus, depending on the total integration time, it is
computationally faster to generate a solution with SICMD. To further emphasize
this, for our example, SICMD takes only about 3% of the time that FD does to
generate a solution with similar precision.

We also ran simulations using the CMD method, but as it does more operations than
FD and SICMD, even when it was possible to take a time step of ∆t = 1×10−3, the
time it took to generate the solution was about 70% more than in the case of FD.
This is the reason why we only considered FD and SICMD for our three dimensional
simulations.

OS was also considered, but the front of the wave was deformed considerably with
the selection of numerical parameters to obtain a fast simulation. Thus we conclude
that OS is not very suitable to obtain three dimensional simulations because the
selection of numerical parameters of the scheme itself is model dependent.

For this three dimensional scenario, we also implemented the SICMD method cal-
culating the reaction part once in each of the three intermediate steps (instead of
three times) in the ADI scheme. When we compare this two approaches, calculating
the reaction part once or thrice, we have that by calculating the reaction part once,
we gain a speed up of approximately 30% in terms of computing time. This means
that following this approach we would need only 1% of the time that FD does to
generate a solution. The price of doing this is of course that we lose precision in our
solutions.

Again, as in the two dimensional scenario, the more robust and reliable of the
methods considered in this work is SICMD. It generates relatively fast simulations
with a good enough precision.

4.7.1 Rotational anisotropy

We have also tested our numerical schemes for the scenario when we have rotational
anisotropy in a more realistic domain. To this end, we used the phase field method-
ology discussed in Fenton et al. (2005) in order to implement no flux boundary
conditions on a more complex geometric domain. However, due to the fact that the
laplacian operator for this case involves crossed derivatives of the auxiliary phase
function φ, it was not possible to implement the SICMD method. Nevertheless, it
is possible to use the explicit CMD method along with the phase field methodology
and obtain very good results. Also, we can apply the same methodology as discussed
in Fenton et al. (2002) to find the filament of scroll waves in three dimensions with
the CMD method and, again, having that our pseudospectral methods are a fine
alternative to study the filament’s behavior for different set of parameters. For a
fully detailed explanation on the scheme and the treatment of boundary conditions
we refer to Rodŕıguez-Padilla and Olmos-Liceaga (2017).

The bottom plane of our cylindrical slab has a −60 degree rotation with respect to
the horizontal. As we increase in height, we increase the rotation with respect to
the horizontal so that the plane at the top of our cylinder has a difference of 120
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1

1
1

Figure 4.11: Solution of equation (3.1) in three dimensions using CMD cylindrical
domain in a three dimensional parallelepipedal box to simulate a cylindrical slab
of tissue implementing no flux boundary conditions. The dimensions of the box
considered are [0, 250] × [0, 250] × [0, 50] spatial units. The cylinder radius is 100
and it is centered at the domain considered. We also show the filament of the scroll
wave. (Top row) Parameter set taken as in Table 4.1. (Bottom row) Parameter set
taken as in Table 4.1 with M = 7 and Re = 0.9.

degrees with the bottom plane thus has a rotation of 60 degrees with respect to the
horizontal.

The initial condition used in our simulations is given as follows. We take n = 0.5
for all our domain and we set the variable E = 3.0 on a strip of the domain. That
is, E(x, y, z) = 3 for all x ≤ 50.

As previously studied in Karma (1994), by varying the parameters Re and M in the
model it is possible to obtain solutions with a very different behavior.

In Figure 4.11 we show the evolution of the filament of a scroll wave in the Karma
model in a cylindrical domain immersed in a three dimensional parallelepipedal box
for two different set of parameters. In the top row of Figure 4.11, we show the
evolution of a solution that is known to be stable. Notice that as time advances, the
filament of the scroll wave starts to resemble a straight line. On the other hand, by
taking a different choice of parameters (M = 7 and Re = 0.9) the solution becomes
stable, and the appearance of multiple filaments arises.

4.8 Discussion

We have developed methods to solve reaction-diffusion equations based on Cheby-
shev polynomials. In the end, we have found one that is reliable precision and
robust, namely, the SICMD method. What we mean by robust is that we look for
a method that only requires the minimum tuning up in the implementation.
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With the SICMD method developed in this work we obtained solutions to systems
(3.1) and (4.1) as precise as those obtained with FD and we achieved a speed up
of about three orders of magnitude using SICMD compared with FD when solving
the models in three dimensions. This is an important breakthrough, as now we can
reduce by a large margin the computing time to obtain solutions that are precise
enough with less amount of computational resources. It is important to point out
that the solutions obtained with the SICMD method not only take much less compu-
tation time and resources for a desired accurate solution, but also generates reliable
solutions to understand cardiac dynamics. For example, spiral wave tip trajecto-
ries, restitution curves and filament evolution are well obtained with the SICMD
method. Therefore, the SICMD method can be used by cardiac modelers to gain
better insights of their models, with low computational cost.

The developed methods were tested with cardiac wave equations but can be used
in general to solve equations of the reaction-diffusion type with multiple spatio-
temporal scales in general.

OS can be a very good option to solve reaction-diffusion systems but it requires a
proper selection of numerical parameters in the method itself to be able to provide
good approximated solutions. When we move from the two dimensional scenario
to the three dimensional one we have seen that the OS method does not performs
well. It is necessary to readjust the numerical parameters in order to obtain a good
approximated solution, and also does not preserve the formation of reentrant waves
that it was possible to generate in two dimensions. On the other hand, FD, CMD
and SICMD are more robust when the extension to three dimensions is taken. It
is important to remark that even when these three methods were utilized in three
dimensions, for FD and CMD it was needed to reduce the time step in order to
obtain numerically stable approximated solutions. This was not the case for SICMD
in which was still possible to take the same time step as in the two dimensional case.

From the stability analysis shown in Section 4.5 for the CMD, SICMD and ICMD
methods, it follows that larger steps can be taken with ICMD, but that does not
imply that solutions are better. In this sense, SICMD proved to be more robust
than the ICMD scheme.

A second important result in this work is the proposed scaling (Section 4.4). With
the proposed scaling is possible to evaluate the computing time and accuracy that
will be obtained when solving a complex model of cardiac wave propagation (inde-
pendently of the number of variables or parameters) without actually solving the
equations. The only information needed is the size of the domain, the maximum rate
of change in time for the voltage variable and the coefficient of the second derivative
operator. For our current discussion, it is assumed that the system of ODEs for
voltage and gate variables of the Hodgkin-Huxley formalism, has its fastest change
in the solution due to the inward sodium current. Even that such current has its
major contribution during the upstroke, its associated component in the solution of
the mathematical model, is always present, giving the major source of stiffness of the
ODE. This analysis is very useful when there is a decision to take about sacrificing
accuracy versus computing time.

Therefore, the proposed scaling is a generalization of the scaling proposed for Fisher’s
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equation Olmos and Shizgal (2006). In this case, the value of ρ in Fisher’s equation
is equivalent to the inverse of the time constant for the sodium current.

The implementations of each of the methods in this work on more realistic geometries
can be achieved by following the phase field approach as in Fenton et al. (2005).

In this work we have used FD to have a reference frame and thus compare and say
how good the SICMD method can be. An important observation is that even when
the implementation of SICMD is not as straightforward than FD, is very amiable and
the speed up that we gain is remarkable. Therefore we can study reaction-diffusion
systems varying different parameters of the models, especially in three dimensions,
and obtain good approximated solutions in a relatively small amount of time.

As a final conclusion of this work, we can state that the SICMD method has a high
probability of performing much better (more accurate solution and less computing
time) than FD methods, when solving any three dimensional cardiac model based
in the Hodgkin-Huxley formalism. Also, from this work it is possible to obtain
estimates of the number of points and time step needed for a pseudo-spectral scheme
in order to have some desired accuracy for a model based on the HH formalism.
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Appendix

Counting the number of operations: FD scheme

The second derivative operator in this case requires, for each node, 4 additions and
2 multiplications. Thus, we have a total of

Nadd = 4NpxNpy and Nmult = 2NpxNpy

The reaction part of equation (3.1) takes, for each node, 14 additions and 15 multi-
plications, so that we have, in total,

Nadd = 14NpxNpy and Nmult = 15NpxNpy

Finally, the Euler scheme does, for each node, 4 additions and 4 multiplications.
Then

Nadd = 4NpxNpy, (4.24)

and

Nmult = 4NpxNpy. (4.25)

Counting the number of operations: CMD scheme

Recall that the second derivative operators D2
x and D2

y here are blockwise matrices
whose sizes are determined by the selection of Nix, Ncx, Niy and Ncy.

The D2
x operator has 2 blocks of (Ncx − 1) × (Ncx − 2), each of which requiring

(Ncx−2)2 additions and (Ncx−2)×(Ncx−1) multiplications when calculating D2
xu,

and Nix − 2 blocks of Ncx × (Ncx − 2), each of these requiring (Ncx − 2)(Ncx − 1)
additions and Ncx(Ncx − 2) multiplications when calculating D2

xu. Taking all these
into account, we have that, D2

xu does a total of

Nadd = 2(Ncx − 2)2 + (Nix − 2)(Ncx − 1)(Ncx − 2) (4.26)

additions and

Nmult = 2(Ncx − 1)(Ncx − 2) + (Nix − 2)(Ncx)(Ncx − 2) (4.27)

multiplications. Analogously, the number of operations for D2
yu is given by the

previous formulas but with Niy and Ncy. Finally, the reaction part in equation (3.1)
and the Euler scheme requires 14 additions and 15 multiplications and 4 additions
and 4 multiplications per node, respectively.

Counting the number of operations: SICMD scheme

The SICMD method, requires the solution of a system LUx = b. In two dimensions
we use an ADI method to solve a linear system in the x direction and then another
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one in the y direction LeVeque (2007). Each of the triangular systems per direction
uses

Nadd =
(Nc − 3)(Nc − 2)

2
+ (Ni − 1)

(
(Nc − 2)(Nc − 1)

2

)
(4.28)

additions, and

Nmult =
(Nc − 2)(Nc − 1)

2
+ (Ni − 1)

(
(Nc − 1)(Nc)

2
− 1

)
(4.29)

multiplications, and where Ni and Nc are the number of subintervals and number
of points per subinterval in the x, y or z directions, respectively. In one dimension,
to solve the system Ax = b, the number of operations needed are 2 ∗Nadd additions
and 2 ∗Nmult multiplications.

Let us compare the number of operations when solving the diffusion equation with
the parameters given by the Karma model (Eq. 3.1) in two dimensions with FD
with N = 600 points per dimension with CMD, SICMD and OS with 602 points
(Nix = Niy = 100 and Ncx = Ncy = 8). According to Table 4.2, FD takes ap-
proximately 1.4× 106 and 7.2× 105 additions and multiplications, respectively. On
the other hand CMD takes 5.04× 106 and 5.76× 106 additions and multiplications,
respectively. Finally, SICMD and OS require 5.04 × 106 and 5.53 × 106 additions
and multiplications, respectively. If instead of Ncx = Ncy = 8 and Nix = Niy = 100,
we take Ncx = Ncy = 4 and Nix = Niy = 299, we halve the number of operations
for the pseudospectral methods.
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Table 4.1: Physical parameters used in the Karma model to obtain action potentials
as in figure (4.1A).

Parameter τE τn γ Eh En E∗ Re M

Value 2.5 200 1.171 1.75 1.0 1.5414 0.8 4

Table 4.2: Summary of the number of operations that each method calculates per
time step to obtain an approximated solution when the spatial domain is two di-
mensional.

Diffusion Reaction
Method Additions Multiplications Additions Multiplications

FD 4NpxNpy 2NpxNpy 14NpxNpy 15NpxNpy

CMD Npy

(
2(Ncx − 2)2 + (Nix − 2)(Ncx − 1)(Ncx − 2)

)
+ Npy (2(Ncx − 1)(Ncx − 2) + (Nix − 2)(Ncx)(Ncx − 2))

Npx

(
2(Ncy − 1)2 + (Niy − 2)(Ncy − 1)(Ncy − 2)

)
Npx (2(Ncy − 1)(Ncy − 2) + (Niy − 2)(Ncy)(Ncy − 2)) 14NpxNpy 15NpxNpy

SICMD Npy ((Ncx − 3)(Ncx − 2) + (Nix − 1)(Ncx − 2)(Ncx − 1)) + Npy ((Ncx − 2)(Ncx − 1) + (Nix − 1)((Ncx − 2)(Ncx)− 2)) +
Npx ((Ncy − 3)(Ncy − 2) + (Niy − 1)(Ncy − 2)(Ncy − 1)) Npx ((Ncy − 2)(Ncy − 1) + (Niy − 1)((Ncy − 2)(Ncy)− 2)) 28NpxNpy 30NpxNpy

OS Npy ((Ncx − 3)(Ncx − 2) + (Nix − 1)(Ncx − 2)(Ncx − 1)) + Npy ((Ncx − 2)(Ncx − 1) + (Nix − 1)((Ncx − 2)(Ncx)− 2)) +
Npx ((Ncy − 3)(Ncy − 2) + (Niy − 1)(Ncy − 2)(Ncy − 1)) Npx ((Ncy − 2)(Ncy − 1) + (Niy − 1)((Ncy − 2)(Ncy)− 2)) 14NpxNpy 15NpxNpy

Table 4.3: Error analysis performed on the Karma model (3.1). We have used the
CMD scheme. Total time of integration T = 250. Data concerning the case when
the choosing of points per subdomain is 4 and x ∈ [0, 120]. The − symbol means
that we obtained an unstable for that selection of ∆t, Nix and Ncx.

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

3000(1499,4) - - 1.27381× 10−3 1.26330× 10−4

2000(999,4) - - 1.27364× 10−3 4.85629× 10−4

1000(499,4) - 1.40262× 10−2 1.29045× 10−3 2.41190× 10−3

500(249,4) - 1.33834× 10−2 6.88233× 10−4 9.87054× 10−3

300(149,4) 0.14075 1.38483× 10−2 1.23881× 10−3 1.48678× 10−2

150(74,4) 0.12869 1.12384× 10−2 1.17882× 10−2 0.16034
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Table 4.4: Error analysis performed on the Karma model (3.1). We have used the
CMD scheme. Total time of integration T = 250. Data concerning the case when
the choosing of points per subdomain is 8 and x ∈ [0, 120].

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

3002(500,8) - - 1.27381× 10−3 4.45484× 10−11

2000(333,8) - - 1.27364× 10−3 1.79418× 10−8

1004(167,8) - 1.40262× 10−2 1.29045× 10−3 1.66787× 10−5

506(84,8) - 1.33834× 10−2 6.88233× 10−4 5.80410× 10−4

302(50,8) 0.14075 1.38483× 10−2 1.23881× 10−3 2.67712× 10−5

152(25,8) 0.12869 1.12384× 10−2 1.17882× 10−2 1.30801× 10−2

Table 4.5: Error analysis performed on the Karma model (3.1). Solutions obtained
with FD. Time of integration T = 250. The numerical parameters used were as
discussed on table (4.1) and x ∈ [0, 120]. The - and ◦ symbols denote, respectively,
that we obtained an unstable solution and that it was not possible to generate an
action potential with that configuration.

Configurations Error
Npx ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

4000 - - 2.72437× 10−2 2.59699× 10−2

3000 - - 3.65193× 10−2 3.52455× 10−2

2000 - 6.87875× 10−2 5.60647× 10−2 5.47919× 10−2

1000 - 0.13615 0.12346 0.12219

500 0.44570 0.32239 0.31005 0.31005

300 0.89439 0.78965 0.77906 0.77906

150 ◦ ◦ ◦ ◦
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Table 4.6: Error analysis performed on the Karma model (3.1). Solutions obtained
with SICMD choosing Ncx = 4. Time of integration T = 250. The numerical
parameters used were as discussed in table (4.1) and x ∈ [0, 120].

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

4000(1999,4) 0.17934 1.76546× 10−2 1.49251× 10−3 1.24315× 10−4

3000(1499,4) 0.17842 1.75271× 10−2 1.36653× 10−3 2.50363× 10−4

2000(999,4) 0.17801 1.71648× 10−2 1.00764× 10−3 6.09771× 10−4

1000(499,4) 0.17590 1.52296× 10−2 9.27802× 10−4 2.53625× 10−3

500(249,4) 0.16794 7.75907× 10−3 8.38753× 10−3 9.99542× 10−3

300(149,4) 0.16290 5.77849× 10−3 1.33856× 10−2 1.49921× 10−2

150(74,4) 0.33010 0.17760 0.16180 0.16022

Table 4.7: Error analysis performed on the Karma model for the ICMD scheme with
Ncx = 4 and x ∈ [0, 120]. Total time of integration T = 250.

Configurations Error
Npx(Nix, Ncx) dt = 1× 10−2 dt = 1× 10−3 dt = 1× 10−4 dt = 1× 10−5

500(249,4) 6.78394× 10−2 6.24123× 10−3 8.60515× 10−3 4.44609× 10−3

300(149,4) 6.05049× 10−2 3.29637× 10−3 7.40026× 10−3 6.34348× 10−3

150(74,4) 6.46634× 10−2 5.31783× 10−3 1.22143× 10−2 1.31227× 10−2
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Table 4.8: Error analysis performed on the MV model (4.1). We have used the
CMD scheme. Total time of integration T = 100. Data concerning the case when
the choosing of points per subdomain is 4 and x ∈ [0, 200].

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

3000(1999,4) - 0.34697 1.63408× 10−2 1.76170× 10−2

2000(999,4) - 0.30442 2.99449× 10−2 6.38185× 10−2

1000(499,4) 1.43991 0.16482 0.17184 0.20399

500(249,4) 1.43299 0.65232 0.42027 0.38865

300(149,4) 1.44134 1.44023 1.43850 1.43836

150(74,4) 1.43805 1.43805 1.43805 1.43805

Table 4.9: Error analysis performed on the MV model (4.1) for FD. Total time of
integration T = 100.

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

4000 - 0.41391 8.74863× 10−2 5.35818× 10−2

3000 - 0.45173 0.12916 9.52909× 10−2

2000 - 0.55788 0.24904 0.21572

1000 1.43751 1.01556 0.83280 0.81280

500 1.44111 1.43750 1.43503 1.43467

300 1.44111 1.44111 1.44111 1.44111

150 1.43392 1.43392 1.43392 1.43392
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Table 4.10: Error analysis performed on the MV model (4.1) for the SICMD. Total
time of integration T = 100. Nc = 4 and x ∈ [0, 200].

Configurations Error
Npx(Nix, Ncx) ∆t = 1× 10−2 ∆t = 1× 10−3 ∆t = 1× 10−4 ∆t = 1× 10−5

4000(1999,4) 1.43660 0.45169 4.26413× 10−2 5.68470× 10−5

3000(1499,4) 1.43653 0.43559 2.51087× 10−2 1.76163× 10−2

2000(999,4) 1.43611 0.39398 2.11190× 10−2 6.38151× 10−2

1000(499,4) 1.43486 0.26006 0.16339 0.20404

500(249,4) 1.43887 0.69291 0.42722 0.38858

300(149,4) 1.44134 1.44032 1.43859 1.43836

150(74,4) 1.43806 1.43806 1.43806 1.43806
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Chapter 5

Chebyshev Multidomain Pseudospectral

Method to Solve Cardiac Wave Equations

with Rotational Anisotropy

In this chapter we will use the Karma model, Eq. (3.1), and we will apply and
compare two distinct numerical methods, namely, the FD and the CMD methods
described in Chapter 4, but now we will implement rotational anisotropy to approach
more to reality.

The structure of this chapter is developed as follows. In Section 5.1, the treat-
ment of irregular domains and the implementation of boundary conditions are dis-
cussed. Moving on, in Section 5.2, we show the results obtained. Then, in Section
5.3 we present a convergence study of our numerical method. We conclude this
manuscript with a discussion and future work that this field of study has to offer
(Section 5.4).

5.1 Numerical Methods

The numerical methods to be used in this work are as follows. The first method
is the standard finite difference scheme (FD) where space is discretized with the
usual three point centered finite difference and time is integrated with the Euler
method. For the second method (CMD) space is discretized using multidomain
pseudospectral derivative and explicit integration in time with Euler.

All the implementations of the methods have been optimized by tabulating precom-
puted lookup tables for computationally expensive functions (such as the exponential
and hyperbolic tangent) of one variable.

5.1.1 Implementation of the CMD method.

Thus, with the application of the pseudospectral method based on equation (2.32)
for the Karma model (Eq. 3.1), in a three dimensional isotropic media we obtain

CMD: Explicit Chebyshev Multidomain, FD: Euler Finite Differences.
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the following

Em+1
ijk = Emijk + ∆tA

∑N
p=0D

(2x)
ip Empjk + ∆tB

∑N
p=0E

m
ilkD

(2y)
pj +

∆tC
∑N

p=0E
m
ijpD

(2z)
pk + ∆t

τE
f(Emijk, n

m
ijk),

nm+1
ijk = nmijk + ∆t

τn
g(Emijk, n

m
ijk),

(5.1)

where Eijk ≈ E(xi, yj , zk), nijk ≈ n(xi, yj , zk), and the operators D(2x), D(2y) and
D2z denote, respectively, the derivatives with respect to x, y and z each of them
given by relation (2.32). In equation (5.1), A = 4γ/(xR − xL)2, B = 4γ/(yR − yL)2

and C = 4γ/(zR − zL)2 and they appear as a consequence of the linear transfor-
mations [xL, xR], [yL, yR] and [zL, zR]to [−1, 1] and include the respective diffusion
coefficients.

In order to apply the Chebyshev pseudospectral method, we employ a mul-
tidomain approach used previously in Olmos and Shizgal (2006). It consists of
dividing the intervals [xL, xR], [yL, yR] and [zL, zR] into Ni overlapping subintervals,
Ix,µ = [xµ0 , x

µ
Nc−1], Iy,ν = [yν0 , y

ν
Nc−1] and Iz,η = [zη0 , z

η
Nc−1] respectively, and µ, ν

and η = 1, . . . , Ni. In each dimension all the subintervals have the same length.
For each subinterval, we apply the procedure described in equations (2.25)-(2.30)
with the resulting system of ODE’s given by equation (5.1) with A = 4Dx

(xµNc−1−x
µ
0 )2

,

B =
4Dy

(yνNc−1−y
ν
0 )2

and C = 4Dz
(zηNc−1−z

η
0 )2

and the indices in equations (4.5) going from

0 to (Nc − 2)Ni + 1. Dx, Dy and Dz are the diffusion coefficients. The second
derivative matrices D(2) in equations (5.1) for the Chebyshev multidomain(CMD)
method, are block diagonal matrices as shown in citeOlmos2006.

The application of the Chebyshev multidomain in the solution of equation (3.1)
requires a choice of two parameters, the number of subdomain Ni and the number
of Chebyshev points per subdomain Nc, chosen sufficiently large so as to achieve
numerical convergence. For Chebyshev multidomain, we can increase both Nc and
Ni or fixing one while increasing the other.

5.1.2 Implementation of rotational anisotropy.

Throughout the years there has been a very intense study of the structure of ven-
tricular tissue Thomas (1957); Streeter (1979); Nielsen et al. (1991). As discussed
in Fenton and Karma (1998), for an ideal parallelepipedal slab of muscle, the fiber
axis rotates continuously between the two bounding surfaces of the muscle. Some of
the important features are: (i) The cells are shaped as flattened tubes. (ii) They are
arranged in sheets roughly parallel to the surfaces (epicardium and endocardium) of
the muscle. (iii) The fiber axis (long axis of the cells) rotates continuously between
the top and bottom sheets by an angle ∆θ, and the rotation is counter-clockwise
from epicardium to endocardium as viewed from the top of the epicardium.

A version of this present chapter has been submitted for publication in the International Journal
of Modeling, Simulation, and Scientific Computing journal.
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To account for these characteristics, the laplacian term in equation 3.1 takes the
form ∇ · [D∇E], where

D =

 D11 D12 0
D21 D22 0

0 0 D⊥2

 ,

and the coefficients are given by

D11 = D‖ cos2 θ(z) +D⊥1 sin2 θ(z),

D22 = D‖ sin2 θ(z) +D⊥1 cos2 θ(z),

D12 = D21 = (D‖ −D⊥1) cos θ(z) sin θ(z),
(5.2)

with D‖, D⊥1 y D⊥2 representing propagation parallel, perpendicular and transmu-
ral to the fiber axis, respectively, and

θ(z) = −∆θ/2 + z(∆θ/S) 0 ≤ z ≤ S, (5.3)

measures the angle between the fiber and the y axis in each plane.

Also as discussed in Fenton and Karma (1998), we focus our attention to an elec-
trically insulated piece of tissue and therefore impose that there is no net current
flow normal to the surfaces bounding the tissue. This yields the Neumann boundary
conditions

n · (D∇E) = 0, (5.4)

where n is the normal unit vector to each of the six bounding surfaces, which trans-
lates into solving the following set of equations

∂E
∂z = 0,

D11
∂E
∂x +D12

∂E
∂y = 0,

D21
∂E
∂x +D22

∂E
∂y = 0.

(5.5)

Unlike with the explicit Euler finite differences scheme, solving system (5.5) with
our approach is not straightforward. In fact, the implementation is too cumbersome
and difficult, as we need to solve system (5.5) in each of the smaller domains that
we define for the method (parameters Nix, Niy and Niz).

In order to circunvent this issue we employ a methodology known as phase field. It
has been shown that this method is very useful to solve partial differential equations
incorporating no flux boundary conditions on irregular domains Bueno-Orovio et al.
(2006) for different kind of problems. Also, it has been used to treat irregular
geometries in cardiac dynamics to implement Neumann boundary conditions Fenton
et al. (2005).

As discussed in Fenton et al. (2005), to treat irregular geometries using the phase-
field methodology, we introduce an auxiliary field φ that takes on different values
inside and outside cardiac tissue and varies smoothly across a thin diffusive interface
connecting these two regions.

We refer to Fenton et al. (2005) for a fully detailed explanation of the phase field
methodology and the construction of the field φ.
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Once we have generated our auxiliary field φ, we solve the auxiliary equation

φ
∂E

∂t
= ∇ · [Dφ∇E]− φf(E), (5.6)

or, equivalently,
∂E

∂t
=

1

φ
∇ · [Dφ∇E]− f(E). (5.7)

Finally, to solve equation (5.7) we use forward finite differences for time and Cheby-
shev multidomain pseudospectral for space. With these considerations the numerical
scheme results in the following

En+1 = En + ∆t
φ (D11φxE

n
x +D11φE

n
xx +D12φxE

n
y+

D21φyE
n
x +D22φyEy +D22φE

n
yy+

2D12φE
n
xy +D⊥2φEzz),

(5.8)

and we solve for φ 6= 0 (computationally speaking, we solve the equations for φ ≥=
.005). The subscripts denote derivatives with respect to the respective variable. For
instance, the term φzEz denotes the product of the spatial derivatives of φ and E
with respect to z.

Notice that in the abscence of rotational anisotropy and setting φ = 1 on the whole
domain, that is if we want to solve on a regular parallelepipedal isotropic domain,
equation (5.8) is reduced to equation (5.1).

The implementations of both FD and CMD methods were written in Fortran lan-
guage compiled with PGI compiler (pgfortran). For the case of the FD method, we
used parallelization techniques by means of OpenAcc directives. Simulations were
performed in a single desktop PC under Ubuntu 14.04 Linux equipped with an Intel
core i7-4790k Haswell processor, 12 GB of RAM and an Nvidia GeForce GTX-970
graphic processing unit.

5.2 Numerical studies and results.

We use FD and CMD methods to solve system (3.1). By means of the auxiliary
field φ we inmerse a cylindrical domain in a three dimensional parallelepipedal box
to simulate a cylindrical slab of tissue implementing no flux boundary conditions.
The dimensions of the box considered are [0, 250] × [0, 250] × [0, 50] spatial units.
The cylinder radius is 100 and it is centered at the domain considered.

The bottom plane of our cylindrical slab has a −60 degree rotation with respect to
the horizontal. As we increase in height, we increase the rotation with respect to
the horizontal so that the plane at the top of our cylinder has a difference of 120
degrees with the bottom plane thus has a rotation of 60 degrees with respect to the
horizontal.
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The initial condition used in our simulations is given as follows. We take n = 0.5
for all our domain and we set the variable E = 3.0 on a strip of the domain. That
is, E(x, y, z) = 3 for all x ≤ 50.

As previously studied in Karma (1994), by varying the parameters Re and M in the
model it is possible to obtain solutions with a very different behavior. Therefore, in
the next subsections we study two different scenarios of these possible solutions.

5.2.1 Stable scroll wave numerical solutions.

Table 5.1: Parameters used in the Karma model in this work

Parameter τE τn γ Eh En E∗ Re M

Set 1 5 250 1.171 3.0 1.0 1.5414 0.8 3

Set 2 5 250 1.171 3.0 1.0 1.5414 0.9 7

For this case, we use parameter set 1 in Table 5.1 which has been known to produce
stable physiological solutions in two and three dimensions. This means that scroll
wave solutions obtained with system (3.1) are stable under small perturbations.

We integrate system 3.1 for a total of T = 500 time units using both methods, FD
and CMD and for the initial condition and domain we use the ones mentioned in
Section 5.2.

For the FD method, we have a configuration of 180×180×90 points in our domain.
This configuration in the x and y dimensions was the minimum needed in order to
have propagation of the pulse. The time step for the FD method is ∆t = 0.001.
Larger time steps taken lead to instabilities in the numerical solution.

On the other hand, for the case of the CMD method we have a configuration of
Nix = Niy = 40, Niz = 14 and Ncx = Ncy = Ncz = 4 for a total of 82 × 82 × 30
points. The time step needed for the CMD method to obtain a stable numerical
solution with the afore mentioned configuration of points is ∆t = 0.01. Notice that
this is an order of magnitude larger than the case for the FD method.

In Figure 5.1 we show the evolution of the numerical solutions of the Karma model
generated with both methods, FD and CMD, for an initial condition as mentioned
above. Frames A, B and C in Figure 1 correspond to the numerical solution gener-
ated with the FD method, whereas frames D, E and F correspond to the numerical
solution obtained with the CMD for t = 100, 300 and t = 500 time units, respectively.

In Figure 5.1, the solutions obtained with both methods are very similar. A clearer
comparison between the obtained solutions is shown in Figure 5.2 which shows level
curves (E = 1.2) of the solutions obtained with both methods (FD (gray) and CMD
(black)) but shown only at different plane projections: z = 0 (Bottom plane), z = 50
(Middle plane) and z = 100 (Top plane).

Initially, the solutions obtained with both methods are very similar but, as time
advances, both solutions start to differ (see third column in Figure 5.2).
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.1: Frames (A)-(C): numerical solution generated with the FD method
with a configuration of 180 × 180 × 70 points for times t = 100, 300 and t = 500,
respectively. Frames (D)-(F): numerical solution obtained with the CMD method
with a configuration of Nix = Niy = 40, Niz = 14 and Ncx = Ncy = Ncz = 4 for a
total of 82 × 82 × 30 points for t = 100, 300 and t = 500, respectively. Parameter
Set 1 in table 5.1 were used to generate both numerical solutions.

An important observation here is the difference in the number of points needed in
each method to generate the numerical solution, 180×180×90 = 2916000 for the FD
method, versus 82×82×30 = 201720 for the CMD method which is about 15 times
less points than FD. This along with the time step needed for each case (∆t = 0.001
for FD and ∆t = 0.01 for CMD) translates automatically into a dramatical reduction
of computational cost when using the CMD method.

In order to see how far are the compared solutions to a converged one we have
generated numerical solutions with more points. Especifically, for the FD method,
we generated a numerical solution consisting of 600 × 600 × 240 points whereas
for the CMD method we generated a numerical solution with a configuration of
240×240×120 points. We used the same initial condition and domain as mentioned
in Section 5.2 and parameter set 1 from Table 5.1.

To have a clearer comparison between these two solutions, in Figure 4.3 we show
level curves (E = 1.2) of the solutions obtained with both methods (FD (gray)
and CMD (black)) for three different times, namely t = 100, 300 and t = 500, but
shown only at different plane projections: z = 0 (Bottom plane, bottom row frames),
z = 50 (Middle plane, middle row frames) and z = 100 (Top plane, top row frames).
In every frame we have plotted the 4 corresponding solutions, the one generated
with FD with 180× 180× 90 points, FD with 600× 600× 240 points, the solution
generated with CMD consisting of 240×240×120 points and the solution generated
with CMD consisting of 82× 82× 30 points.
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.2: Numerical solutions generated with both methods, FD and CMD, cor-
responding to Figure 5.1. Each column represents a different integration time: Left
(t = 100), Middle (t = 300) and Right (t = 500). Each row shows the projection of
the solution at plane z = 100 (Top), z = 50 (Middle) and z = 0 (Bottom). Parame-
ter Set 1 in table 5.1 were used to generate both numerical solutions. The contour
plots correspond to E(x, y, z) = 1.2
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.3: Level curves (E = 1.2) of the solutions obtained with both methods (FD
and CMD) for four different configurations of points. Namely, CMD consisting of
240×240×120 points (black), solution generated with CMD consisting of 82×82×30
points (dark gray), solution generated with FD with 180 × 180 × 90 (dotted line)
points and FD with 600× 600× 240 points (light gray). Each column represents a
different integration time: Left (t = 100), Middle (t = 300) and Right (t = 500).
Each row shows the projection of the solution at plane z = 100 (Top), z = 50
(Middle) and z = 0 (Bottom). Parameter Set 1 in table 5.1 were used to generate
all numerical solutions.
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.4: Frames (A)-(C): numerical solution generated with the FD method with
a configuration of 180 × 180 × 70 points for times t = 500, 1000 and t = 1500,
respectively. Frames (D)-(F): numerical solution obtained with the CMD method
with a configuration of Nix = Niy = 40, Niz = 14 and Ncx = Ncy = Ncz = 4 for a
total of 82× 82× 30 points for t = 500, 1000 and t = 1500, respectively. Parameter
Set 2 in Table 5.1 were used to generate both numerical solutions.

Notice that the solution generated with CMD consisting of 82 × 82 × 30 points is
closer to the one generated with FD with 600× 600× 240 points than the solution
generated with FD with 180 × 180 × 90 points. With this we are in a position to
claim that the CMD method is a very good alternative to solve system 3.1.

5.2.2 Unstable scroll wave numerical solutions.

We have explored also some other configurations of parameters which are known to
produce chaotic patterns Karma (1994). This means that if we generate a numerical
solution of the scroll wave kind, eventually presents break up of the wave, and
multiple scroll waves appear. In Figure 5.4, we show the evolution of two numerical
solutions in the Karma model, Eq. (3.1), generated with both methods, FD and
CMD, utilizing parameter set 2 in Table 5.1. Frames A, B and C in Figure 5.4
correspond to the numerical solution obtained with FD, whereas the remaining three
frames, D, E and F in Figure 5.4 show the numerical solution generated with the
CMD for three different times t = 500, 1000 and t = 1500, respectively. Both of
the aforementioned numerical solutions were generated using the initial condition
described at the beginning of the present section.

In Figure 5.5, the top row shows both solutions corresponding to Figure 5.4 but
only looking at the top plane (z = 100) for the respective three different times
t = 500, 1000 and t = 1500. In the middle row of Figure 5.5, we have the analogous
scenario for the middle plane (z = 50); whereas the bottom row in Figure 5.5
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.5: Numerical solutions generated with both methods, FD and CMD, cor-
responding to Figure 5.4. Each column represents a different integration time: Left
(t = 500), Middle (t = 1000) and Right (t = 1500). Each row shows the projec-
tion of the solution at plane z = 100 (Top), z = 50 (Middle) and z = 0 (Bottom).
Parameter Set 2 in table 4.1 were used to generate both numerical solutions. The
contour plots correspond to E(x, y, z) = 1.2
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corresponds to the same solutions as depicted in Figure 5.4 for the z = 0 plane.

With the experience gained in Chapter 4, we have learned that when using the CMD
method to solve the Karma model, Eq. 3.1, in an isotropic medium, the precision
of the solutions is comparable to the usual finite differences schemes. This past
experience along with the results shown in figures 5.1-5.5 let us claim that using
the CMD method with the configurations described in the present section gives
acceptable solutions in comparison with the FD scheme.

As in Section 5.2.1, the configurations of points were 180× 180× 90 points for FD
and 82× 82× 30 for CMD. Also, as in Section 5.2.1, the time steps were ∆t = 0.001
and ∆t = 0.01 for FD and CMD, respectively.

Computation with GPU’s

An important remark on the computational cost of generating the numerical solu-
tions described in the present section is that even though parallel techniques were
implemented for the FD method, the solutions obtained with the CMD method were
faster. More specifically, the numerical solutions generated with the FD method
took, for the solutions depicted in figures 4.1 and 4.2, on the equipment described
in Section 4.2, around 6500 seconds of computing, which is roughly about 2 hours,
compared to the numerical solution obtained with the CMD method, which took,
with the same equipment, around 2400 seconds of computing time, which is roughly
around 40 minutes. To put things in perspective and be more incisive, the imple-
mentation of the FD method without the parallel techniques takes, in the same
equipment, around 32 hours of computing time to generate a single solution. Then,
as we claim that the solutions generated with CMD and FD are comparable, we
have that by implementing CMD alone we have a speed up of about 3 times, when
we consider the parallel techniques for FD, and an astonishing 48x speed up when
the parallel techniques are not implemented for FD.

5.3 About the convergence of the method

As is well known, Gottlieb (Gottlieb (1981)) has made a groundbreaking work by
proving that Chebyshev pseudospectral methods are convergent for the heat equa-
tion. Also, Reddy and Trefethen (Reddy and Trefethen (1990)) have demonstrated
that full discrete pseudospectral methods exhibit Lax-Stability. It is important to
remark that our system of interest, Eq. (3.1), is basically the heat equation plus a
nonlinear term.

In this section, we address the issue of convergence of the method. We will separate
the study in consistency and stability. For each topic, we will analyse both cases:
assuming first that we have Ni = 1 and arbitrary Nc. Then we will proceed with
the multidomain case.

Equations for cardiac wave propagation have similar behavior. The major source
of the different scales, is due to the time scale of the fast inward sodium current
Hodgkin and Huxley (1952); Beeler and Reuter (1977). This process occurs in a

81



5.3 About the convergence of the method Chebyshev Multidomain . . .

much faster time scale than the rest of the processes involved in the formation
of action potentials Hodgkin and Huxley (1952); Beeler and Reuter (1977). The
entrance of the fast inward sodium current provokes a fast change in what is called
the voltage variable. This time scale is the one that imposes the fast changes in time
in the model. By considering the complete model, the scale given by the coefficient
of the diffusive process, the fast time scale and the size of the physical domain,
dictate the different scales in space.

In general, for a model of cardiac wave propagation, the formulation has the following
form

∂u

∂t
= K

∂2u

∂x2
+ ρf(u) (5.9)

where u is the voltage variable and ρ is the inverse of the time constant for the
sodium fast inward current times the maximum value of f over the corresponding
domain. Based on this information, and the fact that simulations take place over
a finite domain [a, b], it is possible to scale equation (5.9) such that the problem is
equivalent to

∂u

∂τ
=
∂2u

∂z2
+ f(u) (5.10)

over the domain [
√

ρ
K a,

√
ρ
K b] with z =

√
ρ
Kx and τ = ρt. In order to compute ρ

for each case, we can find theoretically the maximum of f for each model or simply
give an accurate estimate by solving the corresponding ODE system and finding the
maximum in absolute value of the derivative for the variables that model voltage.

If we study equation (5.10) without the diffusive term, it is clear that in order to
have absolute stability it is necessary to know the maximum rate of change of the
field f . Let λ be the maximum rate of change of f(u) over the interval [a, b]. Thus,
equation (25) can be studied by means of the test linear equation

∂u

∂t
=
∂2u

∂x2
− λu. (5.11)

Let us observe that in this type of equations, the domain size plays a very impor-
tant role in order to find λ. When dealing with arbitrary domains, the role of the
parameter ρ (Eq. (5.9)) is key in order to obtain the value λ.

Now we proceed to address the issue of consistency of our method. We will present
our analysis for the case where the space is one dimensional u = u(x, t) for clarity
of exposition. As we are taking an explicit method, increasing spatial dimensions
requires additional analysis on the discretization size, but the treatment is of an
analogous manner.

Also, as our auxiliary field function φ is constructed in a way that is smooth and is
always inmersed on a closed and bounded interval (Fenton et al. (2005)), we have
that the function φ is bounded. Thus, we will do an analysis where we suppose that
φ = 1, so that our system of interest, initially a one dimensional problem of the
form (5.8), can be reduced to a system of the form (5.1). To test consistency of our
method, we follow the same spirit as in ODEs. To this end, we consider a linear test
equation. Under these considerations we have the following:
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Lemma 5.3.1. The CMD method is consistent.

Proof. Let us consider the linear equation (5.11) over a given interval [a, b]. By using
forward Euler in time and spatial monodomain Chebyshev pseudospectral, this is,
taking Ni = 1 and Nc arbitrary, we have, for each element u(x, t), the following

u(x, t+ k)− u(x, t)

k
= D2

xu(x, t)− λu(x, t). (5.12)

Thus, the local truncation error is given by

τ(x, t) =
u(x, t+ k)− u(x, t)

k
−
[
D2
xu(x, t)− λu(x, t)

]
. (5.13)

Using Taylor expansion in the first term in the right hand side of equation (5.13) we
have

τ(x, t) = u′(x, t) +O(k)−
[
D2
xu(x, t)− λu(x, t)

]
, (5.14)

where the prime superscript denotes diferentiation with respect to time. Let us
examing the term D2

xu(x, t). Recall that the matrix operator D2
x is constructed via

equation (2.32) where the interpolator is given by relation (2.29). On the other
hand, we know that if u is a sufficiently smooth function and P is an interpolator
for u we have the following (Burden and Faires (2011))

u(x) = P (x) +R(x) (5.15)

where R(x) is given by

R(x) =
u(n+1)(ξ(x))

(n+ 1)!

n∏
i=0

(x− xi), (5.16)

n is the number of points with which we are interpolating, the xi’s are the actual
quadrature points and ξ(x) is a number contained in [a, b] not generally known. In
practice, as we usually do not know u explicitly it is not possible prove smoothness
analytically. However, what we do know, thanks to experimental data, is that the
function u, although it can have abrupt changes over the interval of interest [a, b],
it is of an exponential behavior. Thus, we are in position to use equation (5.15).

Differentiating twice equation (5.15) and using relation (5.12), the local truncation
error for our case takes the form

τ(x, t) = O(k) +R′′(x). (5.17)

Let us analyze now the term R′′(x). From equation (5.16), we arrive at the next
expression

R′′(x) = u(n−1)(ξ(x))
(n−1)! Q1(x) + u(n)(ξ(x))

n! Q2(x) + u(n)(ξ(x))
n! Q3(x) + u(n+1)(ξ(x))

(n+1)! Q4(x), (5.18)
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where Q1(x), Q2(x), Q3(x) and Q4(x) are polynomials of degree n, n− 1, n− 1 and
n−2, respectively. As we are in a closed interval, all these 4 polynomials are bounded.
Therefore, each of the expressions in the right hand side of equation (5.18) goes to
zero as n → ∞. Thus, the local truncation error goes to zero as we refine the time
and space discretizations, assuring us that the numerical scheme is consistent.

Recall that our numerical scheme has two parameters with which to increase the
number of discretization points, Ni and Nc. If we fix Ni, by the reasoning in the
paragraphs above, we have that our numerical scheme is consistent in each of the
Ni subintervals, and, therefore, the method is consistent on the whole domain.

We proceed to make an analysis when we fix Nc. By construction, the last point
in Ni−1 is the second point in Ni, thus, by tending Ni → ∞, the distance between
these said points tends to zero. Therefore, for Ni sufficiently large, the original
interval of interest, [a, b], gets partitioned into the Ni subintervals. Now, for every
subinterval Ni we have Nc points, and, as a consecuence, we have that the degree
of the interpolating polynomials is Nc. When calculating the local truncation error
for this case, the residual in Eq. (5.18) has a similar form. This is, each term in
the right hand side of Eq. (5.18) is a product of a term that decays in a factorial
manner and a polynomial term. It is important to note that as Ni → ∞, the
maximum distance of the quadrature points max|xi − xi−1| → 0, so that the term
in the residual (Eq.(5.16))

n∏
i=0

(x− xi)→ 0.

Therefore, we have that our method is consistent for the multidomain case.

We now proceed to study and give some insights on stability of the numerical method
in the sense of Lax-Richtmyer (Trefethen (1996)). The domain in which we will work
from now on will be x ∈ [−1, 1]. To address stability of our method we will use the
next result.

Lemma 5.3.2. The CMD method is stable in the Lax-Richtmyer sense for both
monodomain and multidomain cases.

Proof. By using forward Euler in time, and pseudospectral in space in Eq. (5.11)
we arrive at the following scheme

uk+1
i,j = (I −∆tλI + ∆tMD2

x)uki,j , (5.19)

where ui,j ≈ u(xi, tj), M =
(

2
XR−XL

)2
is a constant that rescales the domain of

interest into [−1, 1] and D2
x is the second derivative matrix operator with No-Flux

boundary conditions. Clearly, the stability of our method depends on the eigenvalues
of the operator A = (I − ∆tλI + ∆tMD2

x). If the maximum eigenvalue is less or
equal than 1, we have stability. However, notice that the behavior of the eigenvalues
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 5.6: Behavior of dtmax (maximum value of dt) such that the maximum eigen-
value of the operator A is equal to 1: (A) as a function of Npx and (B): as a function
of ∆x, respectively.

of A can be modified by selecting different ∆t, λ, Ni or Nc. The eigenvalues of the
operator in the right hand side of equation (5.19) are not known analitically to our
understanding. Therefore, we proceed by approximating such values numerically.

Let us define the function g(∆t) as follows

g(∆t) = |max(eig(A))| − 1, (5.20)

where eig(A) denotes the eigenvalues of the operator A. Thus, finding the roots of
the function g gives us information for which our numerical scheme will be stable.

Monodomain case

Let us explore first the monodomain case for the derivative operator, D2
x, this is,

Ni = 1. In the collocation method, it is known that the collocation points are not
equally spaced. In this case, the maximum grid size is easily approximated by using
a Taylor approximation and is given by ∆x ≈ π

Npx
.

In Figure 5.6 we have the behavior of the maximum of ∆t that is possible to take as
a function Npx (frame (A)) and also as a function of the grid size ∆x (frame (B)).

From Figure (5.6, frame (A), it is clear that the behavior of dtmax is of the form
dtmax = c (Npx)a. In Figure (5.7), we show our data, after a log-log transformation,
along with the respective fit. For our case, we have c = 1.8838 and a = −3.8.

It is important to note here that for distinct values of λ, the behavior of dtmax was
of a similar form. It is for values of λ larger than 1 × 106 that we start to notice
the change on the behavior of dtmax. Thus, the value of λ does not dictate a major
role on the behavior of the maximum time step needed in order to assure stability
of the method. What really dictates this behavior is the operator D2

x.

Therefore, under all these considerations, if we take a configuration of points such
that dt and Npx satisfies the relation
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Figure 5.7: Behavior of dtmax as a function of
Npx in a log-log scale along with the respective
fit dtmax = c (Npx)a. For this case, c ≈ 1.8838 and
a ≈ −3.8.

∆t

(Npx)3.8
< c, (5.21)

we will have that our operator A will have a maximum eigenvalue less than one,
and, thus, our numerical scheme will be stable.

An important remark is that by changing the domain in which we are interested in
solving our equation, the behavior of dtmax still obeys the same power law, but with
different value of c.

Multidomain case

We move now to study the multidomain case. For this scenario, we have now 4
distinct parameters that we can adjust, namely, Ni, Nc, λ and ∆t. We procceed
as the last section. We construct a function g given by (5.20) and we search for
the roots. As we have a function of ∆t, we are left with three parameters that
we can choose for, Ni, Nc, λ. Notice that by increasing Ni or Nc (or both) we are
increasing the number of points. This because the number of points is given by
Np = Nc + (Ni − 1)(Nc−2).

Then, for clarity in exposition, we will fix Nc = 4, and we will increase Ni. Unlike the
monodomain case, in this scenario it is possible to take larger Ni and still obtain dt
such that the operator A in equation (5.20) is less than one. However, again, unlike
monodomain, the value of λ for this scenario has an enormous impact. Increasing λ
is reflected immediately on the maximum dt that is possible to take in order to have
the eigenvalues of A less than one. Increasing an order of magnitude of λ results in
a decrease of an order of the maximum dt that is possible to take to assure that the
maximum eigenvalue of A is less than one.
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Figure 5.8: Behavior of dtmax as a function of λ in
a log-log scale. For this case, we fixed Nc = 4 and
Ni = 500 for a total of 1002 collocation points.

In Figure (5.8) we show the behavior of the maximum of dt as a function of λ in
a log-log scale. Clearly, we have an exponential decay. As is possible to take any
configuration of Ni, we have taken for this case Ni = 500, thus giving us a total of
Npx = 1002 collocation points.

Recall that the value of λ represents the decay in the reaction part. Then, for the
multidomain case we have that more rapid decays in the model (larger λ’s) have a
direct impact on the time step.

By having both consistency and stability of our numerical method, we are in position
to assert the following result:

Proposition 5.3.1. The CMD method is convergent.

Proof. Combining both lemmas (5.3.1) and (5.3.2) we have that the CMD method is
both consistent and stable. Thus, we have that the CMD method is convergent.

5.4 Discussion

We have implemented a method to solve reaction-diffusion equations based on
Chebyshev polynomials. The main advantage of this method is the possibility of
taking less discretization points to obtain a numerical solution compared to the usual
explicit Euler Finite Difference method. A direct consecuence of this is a decrease
in computing times to generate the solutions. With this, we have the possibility to
explore different configuration of the model parameters to study the behavior of the
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numerical solutions in a relatively small amount of time and thus obtaining more
knowledge about the dynamics of the solutions in the Karma model.

It is important to note that even when using considerably less points to obtain a
numerical solution with the CMD method, the precision of such solution is com-
parable with those solutions usually obtained with Euler finite differences methods
with more discretization points.

When taking into consideration the comments and conclusions in the earlier section,
the question in which the authors are interested is, how much speed up can we
gain by implementing parallel techniques on the CMD method? This is the present
and future focus of our work. With the acceleration gained when implementing
these techniques in the FD method, we are inclined to believe that the same can be
achieved for the Chebyshev multidomain method. The impact of this is big because
by decreasing computing times to generate solutions in three dimensional media we
have the means to study a broader set of parameters of the models, in relatively
small amount of times.
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Chapter 6

Computational Studies

The present chapter is devoted to present a comparison study of the performance
of three different graphic processing units. To this end, we implement a method
to obtain numerical solutions to systems of equations of the reaction-diffusion type
that arise in cardiac dynamics. Especifically, we use the Karma model 3.1, which
is a simple two variable model. We also study the Beeler-Reuter model Beeler and
Reuter (1977) which is an eight, first order, simultaneous, non-linear differential
equations system. Finally, we move on to study the complex ten Tusscher model
Ten Tusscher et al. (2004); Ten Tusscher and Panfilov (2006), which is a human
ventricular tissue model consisting of 24 variables.

We will use the same numerical method to solve all three systems, namely, the
well known Euler finite difference scheme, for both space and time. We will im-
plement also look up tables, a methodology known to optimize computationally
expensive functions, such as hyperbolic tangents, exponentials, to name some of the
usual.

To have a more thorough study, we have carried out simulations in single and
double precision in each language.

The experiments that we carried out are as follows. For each model, we have
solved the system in question for six different two dimensional domains consisting
of 64 × 64, 128 × 128, 256 × 256, 512 × 512, 1024 × 1024 and 2048 × 2048 points,
respectively. Time step for the Karma model was taken as dt = 0.025 ms and we
solve the system for a total of 25 seconds. Space discretization for the Karma model
was taken as dx = dy = 0.025 µm. For the Beeler-Reuter model, the time step
considered was dt = 0.01 ms and we solve the system for a total of 10 seconds.
Space discretization for the Beeler-Reuter was dx = dy = 0.02 µm. Finally, for
the ten Tusscher model the time step considered was dt = 0.02 ms and we solve
the system for a total of 20 seconds. Space discretization for the ten Tusscher was
dx = dy = 0.02 µm.

6.1 OpenAcc: Comparing C and Fortran

We have used the PGI compiler along with C and Fortran languages using OpenAcc
directives to use the GPU’s. In this particular case, we have used three distinct
graphic cards, GTX-770, GTX-Titan Black and K40, whose (main) specifications
we present on table (6.1).
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Table 6.1: Hardware Specifications of the GPUs used in this study.

Specifications K40 TITAN GTX 770

Compute Capability 3.5 3.5 3.0

Clock Speed (GHz) 0.875 0.889 1.046

Memory (GB) 12 6.14 2.048

Float (TFLOPS) 4.29 5.1 3.2

Double (TFLOPS) 1.43 1.3

CUDA Cores 2880 2880 1536

Bandwidth (GB/s) 288 336 224.3

Power (W) 235 250 230

Price (USD) $3870 $1000 $150

OpenACC is a new programming standard developed by the Portland Group
(PGI), Cray and NVIDIA. It allows programmers to easilly access the parallel pro-
cessing capabilities of a GPU without the need to use alternative programming
languages such as CUDA or OpenCL. In this directive-based approach, simple code
annotations known as pragmas are added to existing C/C++ and Fortran programs
to alert the compiler about code blocks or loops that it should try to map onto
the GPU for parallel execution. Many programmers have become familiar with
these annoatations through the use of the OpenMP–an API that enables codes to
utilize multi-core, shared memory CPUs. In order to support GPU coprocessors
with searate memory spaces, OpenACC pragmas can annotate data placement and
transfer as well as loop and block parallelism.

One of the main advantages of using OpenACC is portability. Once a program
is running on a PC, that same program will do so on another one without additional
tuning or set up, even when there is another version of the compiler and toolkit that
it uses.

Another good advantage of OpenACC is its compatibility with other GPU lan-
guages and libraries. This means that it is possible to call optimized functions(CUFFT,
CUBLAS, CUSPARSE) from within our codes.

The basic idea when using OpenACC can be described as follows. After defining
the variables that we are going to use for our program, we upload them to the
graphic card, then perform the necessary calculations. Followed by that, we retrieve
the data from the card. Each and every one of these these steps are done by a single
directive command.

We have run some simulations of the BR and Ten Tusscher models on a grid of
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 6.1: Frames (A), (B) and (C), (D), (E) and (F), (G), (H) and (I): Implemen-
tation of the Karma model, Beeler-Reuter model and ten Tusscher model on the
GTX-770, GTX-Titan Black and K40 GPU’s, respectively. No look-up tables were
used to optimize computationally expensive functions.

1024×1024 using only the CPU to give us a major scope of the benefits of using this
model of programming. The BR model took around 34.5 hours to complete whereas
the Ten Tusscher model it took around 101 hours.

Just to give us a rough idea of the time speed up that we can get by simply
adding a couple of directives to our serial code, the simulations of the BR and Ten
Tusscher model on a grid of 1024 × 1024 now took, on the card with the lowest
specifications(GTX-770), around 2.8 and 5.6 hours respectively, with the discretiza-
tions discussed at the beginning of the present chapter.

The results obtained using C and OpenAcc are summarized in tables 6.2-6.6.
Tables 6.7-6.11 contain the results of the implementations using Fortran and Ope-
nAcc.

For a clearer and better understanding of these results, we have separated the
information. We show some plots with the corresponding results summarized on
tables 6.2-6.11 for the comparisons between the C and Fortran implementations of
the models in the three different graphic processing units. Figure 6.1 shows the
results obtained for the case when the simulations were carried out without look
up tables to optimize computationally expensive functions. The left, middle and
right columns in Figure 6.1 show the results of the simulations implemented using a
GTX-770, GTX-Titan Black and K40 graphic card, respectively. Each row in Figure
6.1 correspond to a different cardiac model. The top row correspond to the Karma
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Figure 1: Generation of a spiral wave by periodic stimuli for an obstacle of minimum size in the x direction. (Top) No spiral
waves are generated; (Bottom) When the length of the obstacle in the x direction is minimized, spiral waves are generated.
(See text for explanation).

1

Figure 6.2: Frames (A), (B) and (C), (D), (E) and (F): Implementation of the
Beeler-Reuter model and ten Tusscher model on the GTX-770, GTX-Titan Black
and K40 GPU’s, respectively. Look up tables were used to optimize computationally
expensive functions.

model, whereas the middle and bottom rows correspond to the Beeler-Reuter and
ten Tusscher models, respectively.

On the other hand, in Figure 6.2, we have plots of the results obtained for the case
when look up tables were utilized to optimize functions. For this case, we omitted
the Karma model. This due to the fact that using look up tables for this scenario
does not show a representative improvement. The left, middle and right columns in
Figure 6.2 show the corresponding implementations using a GTX-770, GTX-Titan
Black and K40 graphic processing unit, respectively. The top and bottom rows in
Figure 6.2 correspond to the Beeler-Reuter and ten Tusscher models, respectively.

6.2 Three dimensional studies

Now we present some results obtained when dealing with three dimensional do-
mains. It is well known that the computational cost of performing simulations of
cardiac models in three dimensional domains is very high. To show the impact and
benefit of using graphic processing units to our advantage in this topic we present
some of our simulation results when implementing phase field method along with
Euler finite difference in parallel using Fortran and OpenAcc on a three dimensional
heart structure. The size of the grid has dimensions 250× 326× 298 in x, y and z,
respectively.

We have performed our studies for three distinct models, namely, Karma, BR
and ten Tusscher in both single and double precision and on three different graphic
cards, GTX 770, GTX Titan Black and K40. For the simulations in single precision,
for each variable that we store we need 4 × 250 × 326 × 298 bytes whereas for the
simulations in double precision we need, for every stored variable, 8×250×326×298
bytes. Because of this, we had not been able to run the simulation for the ten

92



6.2 Three dimensional studies Computational Studies

Tusscher model in double precision on the GTX 770 graphic card. This is due to
the fact that we need more than 20 variables to store and that translates into an
amount of approximately 3.8 gb of memory ram, and we only have to our disposal
around 3.5 gb out of the 4 gb that that graphic card has.

For the Karma model, we have run the codes for a 100k iterations with dt =
0.025ms and dh = 0.025cm, which results is 2.5s of real time simulation. In case of
the BR model, we have done also 100k iterations with dt = 0.01ms and dh = 0.02cm,
then we have a simulation of 1s of real time. Finally, for the ten Tusscher model,
we have done 100k iterations using dt = 0.02ms and dh = 0.02cm which results on
2s of real time simulation. Table (6.12) contains the total time that it took for the
whole simulation to finish, measured in seconds.

Table 6.2: Simulation results on the Karma model. The results are time per step
measured in microseconds. The numerical parameters used in the simulations for
this models were dt = 0.025 and dx = .025 for a total of 3× 106 iterations.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 74.73 70.09 57.81 56.52 56.77 56.92

128× 128 102.93 106.76 67.5 76.80 65.75 66.93

256× 256 222.86 250.23 168.2 180.7 98.75 105.4

512× 512 708.63 824.82 510.8 602.83 250.86 275.49

1024× 1024 2620.29 3131.03 1933.5 2285.62 848.57 937.89

2048× 2048 10471.72 12348.9 7155.615 8456.79 2885.15 3188.82

Table 6.3: Simulation results on the BR model. We integrated the equations for a
total of 1×106 iterations with parameters dt = 0.01, dx = 0.02 using look up tables.
Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 80.29 92.62 82.71 92.42 73.55 85.22

128× 128 127.37 187.37 116.43 147.87 118.3 152.99

256× 256 326.10 639.68 253.65 341.59 263.87 396.33

512× 512 1217.47 2552.28 771.86 1141.6 826.48 1405.67

1024× 1024 4755.12 10133.88 2806 4359.84 3051.69 5774.71

2048× 2048 17715.81 38279.65 10903.79 17063.05 11884.2 21730.25
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Table 6.4: Simulation results on the BR model. We integrated the equations for a
total of 1× 106 iterations with parameters dt = 0.01, dx = 0.02 without using look
up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 98.41 105.45 88.28 113.41 87.24 95.55

128× 128 209.8 230.99 172.97 199.07 128.63 169.3

256× 256 633.7 739.5 500.88 570.72 279.68 631.64

512× 512 2329.67 2798 1749.98 2042.06 879.74 1123.71

1024× 1024 9198.46 10539.3 6706.87 7890.58 3293.21 4158.1

2048× 2048 40761.67 45355.73 26453.76 31246.34 12917.14 16313.72

Table 6.5: Simulation results on the ten Tusscher model. We integrated the equa-
tions for a total of 1× 106 iterations with parameters dt = 0.02, dx = 0.02 without
using look up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 165.93 171.27 188.9 212.51 180.17 211.02

128× 128 460.6 517.33 435.39 523.82 330.39 394.71

256× 256 1650.7 1910.75 1296.73 1580.35 734.42 949.97

512× 512 6336.34 7462.14 4784.02 5658.22 2469.8 3318.83

1024× 1024 24716.45 29283.51 18450.88 21889.65 9281.38 12124.42

2048× 2048 99106.57 116715.6 73733.88 87616.46 36683.7 48139.78
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Table 6.6: Simulation results on the ten Tusscher model. We integrated the equa-
tions for a total of 1 × 106 iterations with parameters dt = 0.02, dx = 0.02 using
look up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 84.96 92.17 89.02 115.25 87.44 132.24

128× 128 142.08 223.87 139.24 202.22 146.4 243.2

256× 256 389.46 723.72 286.82 525.68 318.45 590.62

512× 512 2910.6 5418.22 901.89 2567.31 1031.55 3186.56

1024× 1024 8849.69 20494.99 3305.92 9959.81 3866.46 12621.52

2048× 2048 37290.7 59064.86 12926.2 33090.39 15111.09 39600.32

Table 6.7: Simulation results on the Karma model. Time measured in seconds. The
numerical parameters used in the simulations for this model were dt = 0.025 and
dx = .025 for a total of 3× 106 iterations.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 58.94 58.07 38.63 44.65 42.01 46.04

128× 128 58.41 76.36 38.87 50.42 44.83 48.43

256× 256 69.95 137.01 46.19 92.10 53.21 69.16

512× 512 113.35 396.94 83.65 293.89 102.60 160.31

1024× 1024 299.15 1140.34 231.11 1056.2 284.35 512.89

2048× 2048 1056.99 5635.71 843.57 4185.34 1021.9 1934.27
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Table 6.8: Simulation results on the BR model. We integrated the equations for a
total of 1× 106 iterations with parameters dt = 0.01, dx = 0.02 without using look
up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 91.79 105.78 72.45 92.52 84.95 85.09

128× 128 110.39 235.33 82.47 180.50 101.14 144.97

256× 256 205.15 785.85 147.34 606.76 180.56 314.90

512× 512 578.54 2944.81 417.45 2185.13 497.23 994.44

1024× 1024 2092.71 11292.59 1478.06 8553.45 1762.15 3723.76

2048× 2048 7894.85 44861.21 5732.70 34023.48 6834.39 14647.76

Table 6.9: Simulation results on the BR model. We integrated the equations for a
total of 1×106 iterations with parameters dt = 0.01, dx = 0.02 using look up tables.
Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 57.12 84.66 49.50 62.39 63.40 71.76

128× 128 104.3 174.96 74.28 113.08 96.54 124.28

256× 256 309.23 603.64 182.57 288.07 221.21 317.73

512× 512 1084.68 2331.72 586.42 973.88 699.11 1066.32

1024× 1024 4081.73 9268.73 2190.32 3715.56 2601.95 4056.51

2048× 2048 15419.43 33658.43 8514.27 14644.37 10116.82 16123.9
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Table 6.10: Simulation results on the ten Tusscher model. We integrated the equa-
tions for a total of 1× 106 iterations with parameters dt = 0.02, dx = 0.02 without
using look up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 73.18 168.95 66.2 171.76 88.92 148.13

128× 128 117.95 509.73 109.39 464.65 141.55 283.44

256× 256 342.72 1868.03 260.79 1504.43 318.68 685.91

512× 512 1241.87 7127.14 864.33 5351.71 1043.58 2329.43

1024× 1024 4663.12 27947.23 3277.74 21181.64 3966.02 8853.77

2048× 2048 18403.42 110657.6 12949.82 84709.44 15647.84 34837.69

Table 6.11: Simulation results on the ten Tusscher model. We integrated the equa-
tions for a total of 1 × 106 iterations with parameters dt = 0.02, dx = 0.02 using
look up tables. Time measured in seconds.

GTX 770 GTX Titan Black K40

Grid Size real double real double real double

64× 64 56.43 82.09 49.52 80.84 64.34 84.39

128× 128 92.64 190.62 75.15 157.02 96.92 159.11

256× 256 247.34 654.88 177.66 448.54 218.06 405.85

512× 512 1525.66 4634.31 844.17 2169.01 1019.24 2525.70

1024× 1024 8479.92 14848.85 3393.84 7540.41 4102.21 8301.01

2048× 2048 29555.49 61301.08 11627.89 30724 11608.23 34917.61

Table 6.12: Simulation results on when implementing finite difference and phase
field on a 250× 326× 298 grid on three different models and three distinct graphic
cards. Time measured in seconds.

Model GTX 770 GTX Titan Black K40

real double real double real double

Karma 1294.01 2549.7 641.24 1677.39 918.68 1282.12

BR 4089.46 7384.57 2019.86 3649.73 3212.38 4873.3

ten Tusscher 6279.25 out of memory 3706.72 8331.87 4986.25 9838.26
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