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“Lo que deseo, es que todo sea redondo y no haya de ningún modo ni
principio ni fin en la forma, sino que haga un conjunto armonioso de vida.”

—Vincent van Gogh

Con inmenso amor,
a mi mamá.
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Introduction

This work deals with three di↵erent classes of discrete-time zero-sum discounted
Markov games with non-constant discount factors, namely, games

1. where the state process {x
n

} and the discount process {↵
n

} evolve ac-
cording to a coupled transition law Q.

2. with state-actions dependent discount factors of the form

↵(x
n

, a
n

, b
n

),

where a
n

and b
n

represent the actions of players 1 and 2, at time n,
respectively;

3. with random state-actions dependent discount factors of the form

↵(x
n

, a
n

, b
n

, ⇠
n+1),

where {⇠
n

} is the discount factors’ disturbance process, which is a sequence
of independent and identically distributed random variables.

In general, a two-person zero-sum game is a two-player game where the profit
of one player represents the cost of the other. Then, whereas the goal of player
1 is to maximize her payo↵, the goal of player 2 is to minimize his cost.

The main objective is to prove the existence of a value of the game, as well
as optimal strategies for both players, for each class of the above games.

The natural motivation in considering non-constant discount factors comes
from the applications in economic and financial models where, in general, the
discount factors are functions of the interest rates which in turn are uncertain.
Such uncertainty can be caused by di↵erent facts, e.g., the amount of currency
in circulation, and/or actions of the players, and furthermore, random noises.
In these cases we have non-constant discount factors, for which the usual theory
on discounted Markov games with constant discount factors is not applicable.

This work is structured in three chapters, each corresponding to each type
of game with non-constant discount factors we are dealing with.

In the first one, we consider that the payo↵s are exponentially discounted
with cumulative random discount rates. That is, a payo↵ R in stage n is equiv-
alent to a payo↵ R exp(�S

n

) at time 0, where S
n

=
P

n�1
k=0 ↵k

if n � 1, S0 = 0.
Hence, the payo↵ at stage n takes the form

e�Snr(x
n

,↵
n

, a
n

, b
n

),
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where r represents the one-stage payo↵ function for players, i.e., r is a reward
for player 1 and a cost for player 2. This kind of games is studied by analyzing
the joint process {(x

t

,↵
t

)}, formed by the state and discount processes, which
evolves according to a joint transition law Q, and whose performance index
takes the form

E

"
nX

t=0

e�Str(x
t

,↵
t

, a
t

, b
t

)

#
.

We analyze the case n 2 N and n = 1.

In Chapter 2 we study discrete-time zero-sum discounted Markov games
with state-actions dependent discount factors. In this case we assume that ↵ is
a measurable function of the form

↵(x
n

, a
n

, b
n

), (1)

which plays the following role in the evolution of the game. At time t = 0 when
the game is in state x0, players 1 and 2 select actions a0 and b0, respectively.
Then player 1 receives from player 2 a payo↵ r(x0, a0, b0) and the game moves to
a new state x1 according to a transition law. Once the game is in state x1 players
select actions a1 and b1 and player 1 receives from player 2 a discounted payo↵
↵(x0, a0, b0)r(x1, a1, b1). Next the game moves to a new state x2 and the process
is repeated. In general, the payo↵s are discounted with multiplicative discount
rates, that is, at stage n 2 N, player 1 receives from player 2 a discounted payo↵
of the form

�
n

r(x
n

, a
n

, b
n

), (2)

where,

�
n

:=
n�1Y

k=0

↵(x
k

, a
k

, b
k

) if n 2 N, and �0 = 1.

Thus the goal of player 1 is to maximize the total expected discounted payo↵
defined by the accumulation of the one-stage payo↵s (2) over an infinite horizon,
whereas the goal of player 2 is to minimize such payo↵ of the form

E

" 1X

n=0

�
n

r(x
n

, a
n

, b
n

)

#
. (3)

To illustrate the application of this class of games, we present an example of a
class of games with random horizon.

Finally, in Chapter 3, we study discrete-time zero-sum discounted Markov
games with random state-actions dependent discount factors of the form

↵̃(x
n

, a
n

, b
n

, ⇠
n+1),

where {⇠
n

} is a sequence of independent and identically distributed random
variables, with common distribution ✓. The interpretation of the discount factor
function ↵̃ is similar to that of (1) in the previous class of games. The di↵erence
is that we are now randomizing the discount factors, which constitutes a class
of games more general than the previous ones. The performance index takes
the form

E

" 1X

n=0

n�1Y

k=0

↵̃(x
k

, a
k

, b
k

, ⇠
k+1)r(xn

, a
n

, b
n

)

#
. (4)



Our approach is to prove that (4) is equivalent to a performance index of the
form (3), with state-actions-dependent discount factors functions

↵
✓

(x, a, b) =

Z
↵̃(x, a, b, s)✓(ds).

Then, we apply the results corresponding to (3). This kind of games are illus-
trated with a class of semi-Markov games.

The work is based mainly on the papers [4–6, 11, 13]. For instance, MDPs
with random discount factors are analyzed in [4,5] as we do in Chapter 1. Hence,
our results extend such papers to the Markov games. On the other hand, the
results in Chapters 2 and 3 are taken from works [6, 11, 13].



Chapter 1

Markov games with random
discount factors

1.1 Introduction

In this chapter we study a class of discrete-time zero-sum Markov games under
an optimality criterion with random discount factors. We begin introducing the
game model we are concerned with, as well as the necessary elements to define
the corresponding game problem. We also present certain assumptions under
which we prove the existence of an optimal pair of strategies. Finally, we present
an example to illustrate one potential application of the developed theory.

In order to introduce this class of games and the randomized discount factor,
we will assume that the payo↵s are exponentially discounted on time, that is, a
payo↵ R at stage t is equivalent to a payo↵ Re�St at time 0, where S

t

=
P

t�1
i=0 ↵i

if t � 1, S0 = 0, and ↵
t

> 0 represents the discount factor imposed at time t.

1.2 Game model

Consider the following zero-sum two-person game model with random discount
factor

GM := (X,�,A,B,KA,KB, Q, r) (1.1)

where:

• The state space X is a non-empty Borel space.

• The discount factor set is � := [↵⇤,1), ↵⇤ > 0.

• The action sets A and B for players 1 and 2, respectively, are both non-
empty Borel spaces.

• The constraint sets KA and KB are non-empty Borel subsets of X⇥�⇥A

and X⇥ �⇥B, respectively. For each (x,↵) 2 X⇥ �,

A(x,↵) := {a 2 A : (x,↵, a) 2 KA}

and
B(x,↵) := {b 2 B : (x,↵, b) 2 KB}

1



represent the admissible action (or control) sets for player 1 and 2, respec-
tively, when the system is at state x, and the discount factor ↵ is imposed.
The set

K := {(x,↵, a, b) : x 2 X,↵ 2 �, a 2 A(x,↵), b 2 B(x,↵)}

of admissible state-actions (or controls) quadruplets is a Borel subset of
X⇥ �⇥A⇥B.

• The transition law Q is a stochastic kernel (s.k.) on X⇥� given K, which
denotes the joint distribution law of the state-discount process.

• The one-stage payo↵ function r : K ! R is a measurable function on K.

Interpretation. The game model GM in (??) represents a game that
evolves as follows. At each stage t = 0, 1, . . ., players 1 and 2 observe the current
game state x

t

= x 2 X, take into account the imposed discount factor ↵
t

= ↵,
and independently choose actions a

t

= a 2 A(x,↵) and b
t

= b 2 B(x,↵),
respectively. Then two things happen: (i) player 1 immediately receives a payo↵
r(x,↵, a, b) from player 2, and (ii) the game moves to a new state x

t+1 and a new
discount factor ↵

t+1 is imposed according to the transition law Q(·|x,↵, a, b).
Once the transition to the new state and the new discount factor has occurred,
the players choose new actions, and the process is repeated over and over again.

1.2.1 Strategies

The actions chosen by players at each stage are selected by rules known as
strategies which are defined as follows.

We define the space of admissible histories up to time t by H0 := X⇥� and
H

t

:= Kt ⇥X⇥ �, t � 1. A generic element h
t

of H
t

is denoted by

h
t

:= (x0,↵0, a0, b0, . . . , xt�1,↵t�1, at�1, bt�1, xt

,↵
t

),

where (x
i

,↵
i

, a
i

, b
i

) 2 K for i = 0, 1, . . . , t � 1, and (x
t

,↵
t

) 2 X ⇥ �, which
represents the history of the game up to time t.

For each (x,↵) 2 X⇥�, let A(x,↵) := P(A(x,↵)) and B(x,↵) := P(B(x,↵))
(see Appendix B for details). We define the sets of stochastic kernels

�1 := {'1 2 P(A|X⇥ �) : '1(·|x,↵) 2 A(x,↵) 8(x,↵) 2 X⇥ �}
�2 := {'2 2 P(B|X⇥ �) : '2(·|x,↵) 2 B(x,↵) 8(x,↵) 2 X⇥ �}.

Definition 1.2.1. A strategy for player 1 is a sequence ⇡1 = {⇡1
t

} of stochastic
kernels ⇡1

t

2 P(A|H
t

) such that:

⇡1
t

(A(x
t

,↵
t

)|h
t

) = 1, 8 h
t

2 H
t

, t 2 N0. (1.2)

We denote by ⇧1 the family of all strategies for player 1.

Definition 1.2.2. A strategy ⇡1 = {⇡1
t

} 2 ⇧1 for player 1 is called:

(a) a Markov strategy if ⇡1
t

2 �1 for all t 2 N0, that is, each ⇡
1
t

depends only
on the current state and the discount factor (x

t

,↵
t

) of the system. The
set of all Markov strategies for player 1 is denoted by ⇧1

M

.



(b) a stationary (Markov) strategy if ⇡1
t

(·|h
t

) = '1(·|x
t

,↵
t

) 8 h
t

2 H
t

, t 2 N0,
for some stochastic kernel '1 in �1, so that ⇡1 = {'1,'1, . . .} := {'1}.
The set of all stationary strategies for player 1 is denoted by ⇧1

S

.

We have, of course, the following relations

⇧1
S

⇢ ⇧1
M

⇢ ⇧1.

The sets of all strategies ⇧2, Markov strategies ⇧2
M

and stationary strategies
⇧2

S

corresponding to player 2 are defined similarly.

1.2.2 The game process

Let (⌦,F) be the measurable space that consists of the sample space ⌦ := H1 =
1
t=0(X⇥�⇥A⇥B) and its corresponding product �-algebra F . Elements of ⌦

are sequences of the form ! = (x0,↵0, a0, b0, x1,↵1, a1, b1, . . .), (xt

,↵
t

) 2 X⇥�

and a
t

2 A, b
t

2 B, for all t 2 N0. Notice that ⌦ contains the space of all
admissible histories (x0,↵0, a0, b0, x1,↵1, a1, b1, . . .) with (x

t

,↵
t

, a
t

, b
t

) 2 K for
all t 2 N0.

For each pair of strategies (⇡1,⇡2) 2 ⇧1 ⇥ ⇧2 and each initial probability

measure ⌫ in X⇥�, there exists a unique probability measure P⇡
1
,⇡

2

⌫

in (⌦,F)

which satisfies P⇡
1
,⇡

2

⌫

(H1) = 1, and for t 2 N0, C 2 B(X ⇥ �), A 2 B(A),
B 2 B(B),

P⇡
1
,⇡

2

⌫

[(x0,↵0) 2 C] = ⌫(C); (1.3)

P⇡
1
,⇡

2

⌫

[a
t

2 A, b
t

2 B|h
t

] = ⇡1
t

(A|h
t

)⇡2
t

(B|h
t

); (1.4)

P⇡
1
,⇡

2

⌫

[(x
t+1,↵t+1) 2 C|h

t

, a
t

, b
t

] = Q(C|x
t

,↵
t

, a
t

, b
t

). (1.5)

We denote by E⇡

1
,⇡

2

⌫

the expectation operator with respect to P⇡
1
,⇡

2

⌫

.

If ⌫ is concentrated in (x,↵) 2 X ⇥ �, then we write P⇡
1
,⇡

2

(x,↵) and E⇡

1
,⇡

2

(x,↵)

instead of P⇡
1
,⇡

2

⌫

and E⇡

1
,⇡

2

⌫

, respectively.

The stochastic process {x
n

} defined on (⌦,F , P⇡
1
,⇡

2

(x,↵) ) is called game process.

1.3 Di↵erence equation models

A particular case of a game model (1.1) is constituted when the dynamic of the
game is determined by a stochastic di↵erence equations. For instance, suppose
that the discount process evolves in time according to the di↵erence equation:

↵
t+1 = G(↵

t

, ⌘
t

),

for t = 0, 1, . . ., where G is a known continuous function, {⌘
t

} is the discount
random disturbance process, which is formed by independent and identically
distributed (or i.i.d. for short) random variables, with common density ⇢, in
Rk, respectively.

Thus we can represent the game model by



GM
DE

:= (X,�,A,B,K
A

,K
B

, Q1,Rk, ⇢, G, r)

where the stochastic kernel Q1 on X given K, represents the state process tran-
sition law.

In this case, G defines the s.k.:

Q2(�|↵) :=
Z

RK

1�[G(↵, s)]⇢(ds), � 2 B(�),

which represents the discount process transition law.
Then, the joint s.k. Q, that represents the state-discount process transition

law, is defined as follows:

Q(C|x
t

,↵
t

, a
t

, b
t

) := Q1 ⇥Q2(C|x
t

,↵
t

, a
t

, b
t

) 8C 2 B(X⇥ �)

where,

Q(X ⇥ L|x
t

,↵
t

, a
t

, b
t

) = Q1(X|x
t

,↵
t

, a
t

, b
t

) ·Q2(L|↵t

)

=

Z

X

Z

Rk

1
L

[G(↵, s)]⇢(ds)Q1(dx|xt

,↵
t

, a
t

, b
t

)

X 2 B(X), L 2 B(�).

Hence, we can write the model of this game GM
DE

in terms of Q, and we
obtain a game model as GM in (1.1).

1.4 Optimality criterion

As we have mentioned before, we assume that the payo↵s are exponentially
discounted with cumulative random discount rates. That is, a payo↵ R attained
at stage t is equivalent to a payo↵ Re�St at time 0, where S

t

:=
P

t�1
i=0 ↵i

if t � 1,
and S0 = 0. In this sense, when the players 1 and 2 use the strategies ⇡1 2 ⇧1

and ⇡2 2 ⇧2, respectively, given the initial state x0 = x and the initial discount
factor ↵0 = ↵, we define for each n 2 N

• the expected discounted payo↵ up to the n-th stage (with random discount
factor) by

V
n

(x,↵,⇡1,⇡2) := E⇡

1
,⇡

2

(x,↵)

"
n�1X

t=0

e�Str(x
t

,↵
t

, a
t

, b
t

)

#
; (1.6)

• the total expected discounted payo↵ (with random discount factors) as

V (x,↵,⇡1,⇡2) := E⇡

1
,⇡

2

(x,↵)

" 1X

t=0

e�Str(x
t

,↵
t

, a
t

, b
t

)

#
. (1.7)

Observe that {e�St} is a sequence of random variables (not necessarily in-
dependent) that represent the discount factor at stage t. Moreover, if ↵

t

= ↵
for every t � 0 and some ↵ 2 (0,1), the performance index is reduced to the
usual �-discounted criterion with � = e�↵.



1.4.1 Game value

Definition 1.4.1. For each n 2 N, the lower and upper value of the game in n
stages are given as:

L
n

(x,↵) := sup
⇡

12⇧1

inf
⇡

22⇧2
V
n

(x,↵,⇡1,⇡2) (1.8)

and
U
n

(x,↵) := inf
⇡

22⇧2
sup
⇡

12⇧1

V
n

(x,↵,⇡1,⇡2), (1.9)

respectively, for each initial state-discount pair (x,↵) 2 X⇥ �.

Notice that, in general, U
n

(·, ·) � L
n

(·, ·); nevertheless, if U
n

(x,↵) = L
n

(x,↵)
holds for every (x,↵) 2 X⇥�, then the common function is called the value of
the game in n stages and it is denoted by V ⇤

n

.

Definition 1.4.2. Consider a game in n stages. If the discounted game has a
value V ⇤

n

, then:

i) A strategy ⇡1
⇤ 2 ⇧1 is said to be optimal for player 1 if

V ⇤
n

(x,↵) = inf
⇡

22⇧2
V
n

(x,↵,⇡1
⇤,⇡

2).

ii) A strategy ⇡2
⇤ 2 ⇧2 is said to be optimal for player 2 if

V ⇤
n

(x,↵) = sup
⇡

12⇧1

V
n

(x,↵,⇡1,⇡2
⇤).

Thus, the pair (⇡1
⇤,⇡

2
⇤) is said to be an optimal pair of strategies.

The lower value L(x,↵), the upper value U(x,↵), the value of the game
V ⇤(·, ·), and the optimal strategies of the discounted game (with infinite horizon)
are defined similarly.

A pair of strategies (⇡1
⇤,⇡

2
⇤) 2 ⇧1 ⇥⇧2 is called a saddle point if

V
n

(x,↵,⇡1,⇡2
⇤)  V

n

(x,↵,⇡1
⇤,⇡

2
⇤)  V

n

(x,↵,⇡1
⇤,⇡

2), (1.10)

8(⇡1,⇡2) 2 ⇧1 ⇥ ⇧2, (x,↵) 2 X ⇥ �. And observe that (⇡1
⇤,⇡

2
⇤) 2 ⇧1 ⇥ ⇧2 is

an optimal pair if and only if it is a saddle point.

1.5 Assumptions and preliminary results

In order to present our assumption and results in a more accessible form, we
use the following notation.

Let Y := X ⇥ �, and y
t

:= (x
t

,↵
t

). Notice that using this notation K =
{(y, a, b) : y 2 Y, a 2 A(y), b 2 B(y)}, and Q 2 P(Y |K) represents the
transition law of the process {y

t

}.
For notational convenience, we write the game model (1.1) in the form

GM = (Y,A,B,K
A

,K
B

, Q, r). (1.11)



For each y 2 Y, A(y) := P(A(y)) and B(y) := P(B(y)). Observe that the
multifunctions y ! A(y) and y ! B(y) are measurable, with values in compact
sets if A(y) and B(y) are compact.

For probability measures '1(·|y) 2 A(y) and '2(·|y) 2 B(y), y 2 Y, we write
'i(y) := 'i(·|y), i = 1, 2. In addition, for a measurable function u : K ! R

u(y,'1,'2) = u(y,'1(y),'2(y)) :=

Z

A(y)

Z

B(y)
u(y, a, b)'1(da|y)'2(db|y).

(1.12)
For instance, for y 2 Y and Y 2 B(Y) we have

r(y,'1,'2) :=

Z

A(y)

Z

B(y)
r(y, a, b)'1(da|y)'2(db|y),

and

Q(Y |y,'1,'2) :=

Z

A(y)

Z

B(y)
Q(Y |y, a, b)'1(da|y)'2(db|y).

The existence of a value of the game as well as a pair of optimal strategies
is analyzed under the following conditions.

Assumption 1.5.1. The game model GM (1.11) satisfies the following:

(a) For each state y 2 Y, the admissible actions sets A(y) and B(y) are
compact.

(b) For each (y, a, b) 2 K, r(y, ·, b) is upper semicontinuous (u.s.c.) on A(y),
and r(y, a, ·) is lower semicontinuous (l.s.c.) on B(y).

(c) For each (y, a, b) 2 K and each bounded measurable function v on Y, the
functions

Z

Y
v(z)Q(dz|y, ·, b) and

Z

Y
v(z)Q(dz|y, a, ·) (1.13)

are continuous on A(y) and B(y), respectively.

(d) There exists a constant M > 0 and a measurable function w : Y ! [1,1)
such that

|r(y, a, b)|  Mw(y), (1.14)

and the functions

Z

Y
w(z)Q(dz|y, ·, b) and

Z

Y
w(z)Q(dz|y, a, ·) (1.15)

are continuous on A(y) and B(y), respectively.

(e) There exists a positive constant � such that 1 < � < e↵
⇤
, and for all

(y, a, b) 2 K Z

Y
w(z)Q(dz|y, a, b)  �w(y). (1.16)



Definition 1.5.2. For each measurable function u : Y ! R we define the
w-norm as

kuk
w

:= sup
y2Y

|u(y)|
w(y)

.

Let B
w

be the Banach space of all real-valued measurable functions defined on
Y with finite w-norm.

For u 2 B
w

(Y) we define the Shapley operator

Tu(y) := sup
'

12A(y)
inf

'

22B(y)
H(u; y,'1,'2), y 2 Y, (1.17)

where,

H(u; y, a, b) := r(y, a, b) + e�↵
Z

Y
u(z)Q(dz|y, a, b), (y, a, b) 2 K. (1.18)

Later, we will be able to assure that the infimum and supremum are attained,
thus we can replace inf and sup by min and max, respectively. Therefore, we
will have

Tu(y) := max
'

12A(y)
min

'

22B(y)
H(u; y,'1,'2), 8u 2 B

w

(Y). (1.19)

In order to prove the existence of optimal strategies in both, the finite and
infinite horizon cases, we first introduce some previous results.

Lemma 1.5.3. Suppose that Assumptions 1.5.1(c) and 1.5.1 (d) hold. Then
the function u0(y, a, b) :=

R
u(z)Q(dz|y, a, b) is continuous in a 2 A(y) and

b 2 B(y) for every y 2 Y and every function u 2 B
w

(Y).

Proof. Let u be a function in B
w

(Y), so that |u(y)|  mw(y) for all y 2 Y,
where m := kuk

w

. Then u
m

:= u+mw is a nonnegative function in B
w

(Y), and
so it is the limit of a nondecreasing sequence of measurable bounded functions
uk 2 B

w

(Y). Now fix y 2 Y and let {an} be a sequence in A(y) converging to
a 2 A(y). Then, as uk " u

m

, Assumption 1.5.1(c) yields, for every k

lim inf
n!1

Z
u
m

(z)Q(dz|y, an, b) � lim inf
n!1

Z
uk(z)Q(dz|y, an, b)

=

Z
uk(z)Q(dz|y, a, b).

Hence, letting k ! 1, by the Monotone Convergence Theorem we have that

lim inf
n!1

Z
u
m

(z)Q(dz|y, an, b) � lim inf
k!1

Z
uk(z)Q(dz|y, a, b)

=

Z
u
m

(z)Q(dz|y, a, b)

and, therefore,
R
u
m

(z)Q(dz|y, ·, b) is l.s.c. on A(y), which implies that u0(y, ·, b)
is l.s.c. on A(y). In other words, u0(y, ·, b) is l.s.c. on A(y) for every function u
in B

w

(Y). Hence, if we now apply the latter fact to �u in lieu of u, we see that
u0(y, ·, b) is also u.s.c. Thus u0(y, ·, b) is continuous on A(y). In a similar way,
we can prove that u0(y, a, ·) is continuous on B(y).



Lemma 1.5.4. Under the Assumption 1.5.1, for each u 2 B
w

(Y):

(a) Tu(y) = min
'

22B(y)
max

'

12A(y)
H(u; y,'1,'2);

(b) There exist '1
⇤(y) 2 A(y) and '2

⇤(y) 2 B(y) such that,

Tu(y) = max
'

12A(y)
H(u; y,'1,'2

⇤(y))

= min
'

22B(y)
H(u; y,'1

⇤(y),'
2)

= H(u; y,'1
⇤(y),'

1
⇤(y)) 8 y 2 Y;

(c) Tu is an element of B
w

(Y).

Proof. Let u be an arbitrary function in B
w

(Y).

(a) Lemma 1.5.3 yields the continuity on a 2 A(y) and b 2 B(y) of the integral
in (1.18). This fact and the Assumption 1.5.1 (b) imply that, for each
(y, a, b) 2 K, the function H(u; y, ·, b) is u.s.c. on A(y) and H(u; y, a, ·) is
l.s.c. on B(y). Then, the function H(u; y,'1,'2) is u.s.c. on '1 2 A(y)
and l.s.c. on '2 2 B(y). Moreover, H(u; y,'1,'2) is concave on '1 and
convex on '2. Thus, by Fan’s Minimax Theorem (see Theorem A.4.2) we
prove part (a).

(b) Let us define
H1(y,'

1) := min
'

22B(y)
H(u; y,'1,'2),

for every y 2 Y and '1 2 A(y). From the proof of part (a), we can
observe that H1(y, ·) is u.s.c. on A(y). Therefore, by Proposition B.2.5
and Theorem B.3.2, there exists '1

⇤(y) 2 A(y) such that

H1(y,'
1
⇤(y)) = max

'

12A(y)
H1(y,'

1).

As consequence, we obtain

H1(y,'
1
⇤(y)) = max

'

12A(y)
min

'

22B(y)
H(u; y,'1,'2). (1.20)

By (1.20), we have

Tu(y) = min
'

22B(y)
H(u; y,'1

⇤(y),'
2).

Similarly, let
H2(y,'

2) := max
'

12A(y)
H(u; y,'1,'2).

Then, there exists '2
⇤ 2 B(y) such that

Tu(y) = max
'

12A(y)
H(u; y,'1,'2

⇤(y)).

(c) Since |u(·)|  kuk
w

w(·), from (1.14) and (1.16) we get, for any (y, a, b) 2
K,

|H(u; y, a, b)|  Mw(y) + kuk
w

e�↵
Z

Y

w(z)Q(dz|y, a, b)

 (M + �kuk
w

e�↵
⇤
)w(y).

Thus, by part (b) and the previous equation, Tu belongs to B
w

(Y).



1.6 Existence of optimal strategies

Our objective in this section is to prove in each case, finite-horizon and infinite-
horizon, the existence of a value of the game and an optimal pair of strategies.

1.6.1 The finite-horizon stochastic game

Let n be a positive integer. The n-stage stochastic game in which the players
play up to time n is said to be a finite-horizon game. Let ⇡1 and ⇡2 be the
strategies of players 1 and 2, respectively. Then the expected payo↵ V

n

(y,⇡1,⇡2)
in such a game is given by (1.6).

Remark 1.6.1. When we are working with the n-stage stochastic game, strate-
gies ⇡1 2 ⇧1 and ⇡2 2 ⇧2 have n components and take the form ⇡1 :=
(⇡1

0 ,⇡
1
1 , . . . ,⇡

1
n�1) and ⇡

2 := (⇡2
0 ,⇡

2
1 , . . . ,⇡

2
n�1).

Theorem 1.6.2. Suppose that Assumption 1.5.1 holds. Then the stochastic
game with finite horizon has a value and both players have optimal Markov
strategies. Moreover, if V ⇤

n

is the value function for the n-stage game, then
V ⇤
n

2 B
w

(Y) and V ⇤
n

(y) = TV ⇤
n�1(y) for each n � 2.

Proof. Let us define the sequence of functions:

Ṽ0(y) := 0,

Ṽ
n

(y) := TV
n�1(y)

= min
'

22B(y)
max

'

12A(y)

⇢
r(y,'1,'2) + e�↵

Z

Y
Ṽ
n�1(z)Q(dz|y,'1,'2)

�
.

Since Ṽ0 ⌘ 0 2 B
w

(Y), by Lemma 1.5.4 (c) we have that for any n 2 N0

Ṽ
n

2 B
w

(Y). Then, for each n 2 N0, by Lemma 1.5.4 (a),

Ṽ
n

(y) = T Ṽ
n�1(y)

= min
'

22B(y)
max

'

12A(y)
H(Ṽ

n�1; y,'
1,'2)

= max
'

12A(y)
min

'

22B(y)
H(Ṽ

n�1; y,'
1,'2)

(1.21)

and by Lemma 1.5.4(b), there exist  
n�1 2 �1 and ⇢

n�1 2 �2 such that

Ṽ
n

(y) = T Ṽ
n�1(y)

= min
'

22B(y)
H(Ṽ

n�1; y, n�1,'
2)

= max
'

12A(y)
H(Ṽ

n�1; y,'
1, ⇢

n�1)

= H(Ṽ
n�1; y, n�1, ⇢n�1).

(1.22)

For n 2 N0, we define

⇡1
n

:= { 
n�1, n�2, . . . , 0} , (1.23)

⇡2
n

:= {⇢
n�1, ⇢n�2, . . . , ⇢0} , (1.24)



where  
i

2 �1 and ⇢
i

2 �2 are the respective maximizer and minimizer of Ṽ
i+1

as in (1.22) for i = 0, 1, . . . , n� 1.
We will prove that, for every n, Ṽ

n

= L
n

= U
n

, and that ⇡1
n

in (1.23) and
⇡2
n

in (1.24) are optimal Markov strategies for players 1 and 2, respectively.
We will proceed by mathematical induction over the game horizon n.
For n = 1, from the definition of V1 in (1.7),

V1(y,⇡
1,⇡2) = E⇡

1
,⇡

2

y

[r(y0, a0, b0)] = r(y,⇡1,⇡2). (1.25)

Notice that strategies in this case have only one component and take the form
⇡1 := '1 2 �1 and ⇡2 := '2 2 �2, that is, they are Markov strategies. By
(1.25) and the definition (1.18) of H,

H(0; y,⇡1,⇡2) = V1(y,⇡
1,⇡2),

and by (1.21)

Ṽ1(y) = min
'

22B(y)
max

'

12A(y)
V1(y,'

1,'2) = U1(y)

= max
'

12A(y)
min

'

22B(y)
V1(y,'

1,'2) = L1(y)

= V ⇤
1 (y).

Thus, since ⇡1
1 =  0 and ⇡2

1 = ⇢0, by (1.22)

V ⇤
1 (y) = V1(y, 0, ⇢0),

which implies that (⇡1
1 ,⇡

2
1) is a pair of optimal Markov strategies for the 1-stage

game.
Suppose (the induction hypothesis) that for n = k � 1,

Ṽ
k�1(y) = L

k�1(y) = U
k�1(y) = V

k�1(y,⇡
1
k�1,⇡

2
k�1).

We now prove that this fact holds for n = k. Indeed, let ⇡̂2
k

= (⇢̂
k�1, ⇢̂k�2, . . . , ⇢̂0)

be an arbitrary strategy for player 2. Then,

Ṽ
k

(y) = T Ṽ
k�1(y) = min

'

22B(y)
max

'

12A(y)

⇢
r(y,'1,'2) + e�↵

Z

Y
Ṽ
k�1(z)Q(dz|y,'1,'2)

�

= min
'

22B(y)

⇢
r(y, 

k�1,'
2) + e�↵

Z

Y
Ṽ
k�1(z)Q(dz|y, 

k�1,'
2)

�

 r(y, 
k�1, ⇢̂k�1) + e�↵

Z

Y
Ṽ
k�1(z)Q(dz|y, 

k�1, ⇢̂k�1).

Iterating this inequality we obtain

Ṽ
k

(y)  E
⇡

1
k,⇡̂

2
k

y

"
k�1X

t=0

e�Str(y
t

, a
t

, b
t

)

#
= V

k

(y,⇡1
k

, ⇡̂2
k

). (1.26)

Similarly, for an arbitrary strategy for player 1 ⇡̂1
k

= ( ̂
k�1,  ̂k�2, . . . ,  ̂0),

Ṽ
k

(y) � V
k

(y, ⇡̂1
k

,⇡2
k

). (1.27)



From (1.26) we have

sup
⇡

12⇧1

inf
⇡

22⇧2
V
k

(y,⇡1,⇡2) � inf
⇡

22⇧2
V
k

(y,⇡1
k

,⇡2) � Ṽ
k

(y), (1.28)

and from (1.27),

inf
⇡

22⇧2
sup
⇡

12⇧1

V
k

(y,⇡1,⇡2)  sup
⇡

12⇧1

V
k

(y,⇡1,⇡2
k

)  Ṽ
k

(y). (1.29)

From (1.28) and (1.29) we obtain

U
k

(y) = inf
⇡

22⇧2
sup
⇡

12⇧1

V
k

(y,⇡1,⇡2)  Ṽ
k

(y)  sup
⇡

12⇧1

inf
⇡

22⇧2
V
k

(y,⇡1,⇡2) = L
k

(y),

which implies that the value exists and, by the induction hypothesis,

V ⇤
k

(y) = Ṽ
k

(y) = TV ⇤
k�1(y).

On the other hand, by (1.26) and (1.27),

V
k

(y,⇡1
k

, ⇡̂2
k

) � V ⇤
k

(y) � V
k

(y, ⇡̂1
k

,⇡2
k

) 8 (⇡̂1
k

, ⇡̂2
k

) 2 ⇧1 ⇥⇧2,

in particular for (⇡1
k

,⇡2
k

) 2 ⇧1 ⇥⇧2 we have

V ⇤
k

(y) = V
k

(y,⇡1
k

,⇡2
k

),

that is, (⇡1
k

,⇡2
k

) is an optimal pair of Markov strategies. Therefore,

V ⇤
k

(y) = TV ⇤
k�1(y) = V

k

(y,⇡1
k

,⇡2
k

),

which complete the proof.

1.6.2 The infinite-horizon stochastic game

In this section, we consider infinite-horizon stochastic games. We prove that the
game value V ⇤ is a fixed point of the operator T in (1.17), this is, V ⇤ = TV ⇤,
and that the sequence {V ⇤

n

} converges geometrically to V ⇤ in the w-norm. The
results are established under Assumption 1.5.1.

Let us consider the game model GM in (1.1) with the total expected dis-
counted payo↵ function V (y, a, b). The corresponding lower and upper values
are

L(y) := sup
⇡

12⇧1

inf
⇡

22⇧2
V (y,⇡1,⇡2),

U(y) := inf
⇡

22⇧2
sup
⇡

12⇧1

V (y,⇡1,⇡2).

The goal is to show that L(·) = U(·), thus the value of the game V ⇤(·) exists.
In order to prove this fact, we first introduce some preliminary results.

Lemma 1.6.3. Under Assumption 1.5.1, the operator T defined in (1.7) is a
contraction operator in B

w

(Y) with modulus ⌧ := �e�↵
⇤
(with � as in (1.14)).



Proof. Let us first note that T is a monotone operator, that is, if u and ũ are
functions in B

w

(Y), and u � ũ, then Tu(y) � T ũ(y) for every y 2 Y. Indeed,
if u, ũ 2 B

w

(Y) are functions such that u � ũ, then

Z

Y
u(z)Q(dz|y, a, b) �

Z

Y
ũ(z)Q(dz|y, a, b), 8 (y, a, b) 2 K,

and this implies that H(u; y, a, b) � H(ũ; y, a, b) for every (y, a, b) 2 K, which
in turn implies that Tu(y) � T ũ(y) for every y 2 Y.

On the other hand, it holds, for any real number k � 0:

T (u+ kw)(y)  Tu(y) + �e�↵kw(y), (1.30)

for every y 2 Y and u 2 B
w

(Y).
Now, to verify that T is a contraction, let us choose u and ũ in B

w

(Y).
Since u  ũ + wku � ũk

w

, by applying that T is monotone and (1.30) with
k = ku� ũk

w

we have

Tu(y)  T (ũ+ kw)(y)  T ũ(y) + �e�↵kw(y),

that is,
Tu(y)� T ũ(y)  �e�↵ku� ũk

w

w(y), y 2 Y.

Interchanging u and ũ, we obtain

Tu(y)� T ũ(y) � ��e�↵ku� ũk
w

w(y),

hence,
|Tu(y)� T ũ(y)|  �e�↵ku� ũk

w

w(y), y 2 Y,

and since ↵⇤  ↵ for all ↵ 2 �, we have

|Tu(y)� T ũ(y)|  �e�↵
⇤
ku� ũk

w

w(y), y 2 Y,

Therefore, taking ⌧ := �e�↵
⇤
, we obtain

kTu� T ũk
w

 ⌧ku� ũk
w

.

Lemma 1.6.4. Let M , w, and � be as in Assumption 1.5.1, and moreover, let
⇡1 2 ⇧1 and ⇡2 2 ⇧2 be arbitrary strategies for players 1 and 2, respectively,
and y 2 Y the initial state. Then for each t = 0, 1, . . .,

(a) E⇡

1
,⇡

2

y

w(y
t

)  �tw(y);

(b) |E⇡

1
,⇡

2

y

r(y
t

, a
t

, b
t

)|  M�tw(y);

(c) lim
t!1

e�StE⇡

1
,⇡

2

y

u(y
t

) = 0 for each u 2 B
w

(Y).

Proof.



(a) Case t = 0 follows directly. Now, if t � 1, by Assumption 1.5.1(e) we have

E⇡

1
,⇡

2

y

[w(y
t

)|h
t�1, at�1, bt�1] =

Z

Y
w(z)Q(dz|y

t�1, at�1, bt�1)

 �w(y
t�1).

Therefore, we have the inequality

E⇡

1
,⇡

2

y

w(y
t

)  �E⇡

1
,⇡

2

y

w(y
t�1).

Iteration of this inequality yields part (a).

(b) From Assumption 1.5.1(d) we have

|r(y
t

, a
t

, b
t

)|  Mw(y
t

), 8 t = 0, 1, . . . ,

and by part (a),
|r(y

t

, a
t

, b
t

)|  M�tw(y).

(c) By Definition 1.5.2 of w-norm and part (a), we obtain

E⇡

1
,⇡

2

y

|u(y
t

)|  kuk
w

E⇡

1
,⇡

2

y

w(y
t

)  kuk
w

�tw(y),

which implies (c).

Definition 1.6.5. Let '1 2 �1, '2 2 �2, and H be as in (1.18). We define
the operator

R
'

1
'

2 : B
w

(Y) ! B
w

(Y), u 7! R
'

1
'

2u

by
R
'

1
'

2u(y) := H(u; y,'1(y),'2(y)) 8 y 2 Y. (1.31)

Lemma 1.6.6. The operator R
'

1
'

2 is a contraction operator with modulus

⌧ := �e�↵
⇤
on B

w

(Y), and V (y,'1,'2) is its unique fixed point in B
w

(Y).

Proof. Using similar arguments as those in the proof of Lemma 1.6.3, it follows
that R

'

1
'

2 is a contraction operator on B
w

(Y) with modulus ⌧ := �e�↵
⇤
. By

Banach’s fixed point Theorem A.3.2 (see Appendix A.3), R
'

1
'

2 has a unique
fixed point u

'

1
'

2 in B
w

(Y), this is,

u
'

1
'

2 = R
'

1
'

2u
'

1
'

2 , (1.32)

from which we have that u
'

1
'

2 is the unique solution in B
w

(Y) of the equation

u
'

1
'

2(y) = r(y,'1(y),'2(y)) + e�↵
Z

Y
u
'

1
'

2(z)Q(dz|y,'1(y),'2(y)), 8y 2 Y.

(1.33)
Moreover, iterating (1.32) and (1.33) we obtain

u
'

1
'

2(y) = Rn

'

1
'

2u
'

1
'

2(y)

= E'

1
'

2

y

"
n�1X

t=0

e�Str(y
t

,'1(y
t

),'2(y
t

))

#
+ e�SnE'

1
'

2

y

u
'

1
'

2(y
n

)



for each y 2 Y and n � 1, where E'

1
'

2

y

u(y
n

) =
R
Y Qn(dz|y,'1,'2) and

Qn(·|y,'1,'2) is the n-th transition of the kernel of the Markov process {y
t

}
when players use the strategies '1 and '2. Finally, by Lemma 1.6.4(c) and
letting t ! 1 we have, from the definition of V , that u

'

1
'

2(y) = V (y,'1,'2)
for all y 2 Y.

Now we present the main result in this section.

Theorem 1.6.7. Suppose that Assumption 1.5.1 holds. Let � and M be the
constants in Assumption 1.5.1(e), and ⌧ := �e�↵

⇤
. Then:

(a) The value function V ⇤ is the unique function in the space B
w

(Y) that
satisfies the equation TV ⇤ = V ⇤, and

kV ⇤
n

� V ⇤k
w

 M⌧n

1� ⌧
8 n = 1, 2, . . . . (1.34)

(b) There exists a pair of optimal strategies.

Proof. By Lemma 1.6.3 and Banach’s Fixed Point Theorem (Proposition A.3.2),
T has a unique fixed point Ṽ in B

w

(Y), i.e.,

T Ṽ = Ṽ , (1.35)

and

kTnu� Ṽ k
w

 ⌧nku� Ṽ k
w

, 8 u 2 B
w

(Y), n = 0, 1, . . . (1.36)

Hence, to prove part (a) we need to show that

(i) V ⇤ is in B
w

(Y), with norm kV ⇤k
w

 M

1�⌧ , and

(ii) V ⇤ = Ṽ .

By Theorem 1.6.2,

V ⇤
n

= TV ⇤
n�1 = TnV ⇤

0 8 n = 0, 1, . . . , V ⇤
0 = 0, (1.37)

thus, (1.34) will follow from (1.37) and (1.36) with u ⌘ 0.
To prove (i), let ⇡2 2 ⇧2 and ⇡2 2 ⇧2 be arbitrary strategies for players 1

and 2, respectively, and let y 2 Y be an arbitrary initial state, then (i) follows
from Lemma 1.6.4 (b) since a direct calculation gives

|V (y,⇡1,⇡2)| 
1X

t=0

e�t↵

⇤
E⇡

1
,⇡

2

y

|r(y
t

, a
t

, b
t

)|  Mw(y)

1� ⌧

with ⌧ := �e�↵
⇤
. Thus, as ⇡1 2 ⇧1, ⇡2 2 ⇧2, and y 2 Y are arbitrary,

|V ⇤(y)|  Mw(y)

1� ⌧
.

To prove (ii), let us note that by the equality Ṽ = T Ṽ and Lemma 1.5.4,
there exist '1

⇤ 2 �1 and '2
⇤ 2 �2 such that, for all y 2 Y

Ṽ (y) = sup
'

1(y)2A(y)
H(Ṽ ; y,'1(y),'2

⇤(y))

= inf
'

2(y)2B(y)
H(Ṽ ; y,'1

⇤(y),'
2(y))

= H(Ṽ ; y,'1
⇤(y),'

2
⇤(y)).

(1.38)



Observe that (1.38) can be written as

Ṽ (y) = r(y,'1
⇤(y),'

2
⇤(y)) + e�↵

Z

Y
Ṽ (z)Q(dz|y,'1

⇤(y),'
2
⇤(y)).

Then it follows from Lemma 1.6.6 that Ṽ (y) = V (y,'1
⇤,'

2
⇤). Therefore, we have

V (y,'1
⇤,'

2
⇤) = sup

'

12A(y)


r(y,'1,'2

⇤) + e�↵
Z

Y
V (z,'1

⇤,'
2
⇤)Q(dz|y,'1,'2

⇤)

�

for all y 2 Y. Then by standard dynamic programming results, it follows that

V (y,'1
⇤,'

2
⇤) = sup

⇡

12⇧1

V (y,⇡1,'2
⇤).

Similarly, considering the infimum in (1.38) we get

V (y,'1
⇤,'

2
⇤) = inf

⇡

22⇧2
V (y,'1

⇤,⇡
2).

Consequently,

V (y,'1
⇤,'

2
⇤) = sup

⇡

12⇧1

V (y,⇡1,'2
⇤) � inf

⇡

22⇧2
sup
⇡

12⇧1

V (y,⇡1,⇡2),

and, on the other hand,

V (y,'1
⇤,'

2
⇤) = inf

⇡

22⇧2
V (y,'1

⇤,⇡
2)  sup

⇡

12⇧1

inf
⇡

22⇧2
V (y,⇡1,⇡2).

Hence,

inf
⇡

22⇧2
sup
⇡

12⇧1

V (y,⇡1,⇡2) = V (y,'1
⇤,'

2
⇤) = sup

⇡

12⇧1

inf
⇡

22⇧2
V (y,⇡1,⇡2).

This proves that the stochastic game has a value, that the value is V ⇤(y) =
V (y,'1

⇤,'
2
⇤) = Ṽ (y) for all y 2 Y, and that '1

⇤ and '2
⇤ are optimal strategies

for players 1 and 2, respectively.

1.7 Example

Let us consider an infinite horizon game, with state space X = R, discount
factor set � = [↵⇤,1), and actions sets A = B = R. The admissible actions
sets A(x,↵) and B(x,↵) are compact for each (x,↵) 2 X⇥ �.

The state process {x
t

} and the discount process {↵
t

} evolve according to
the coupled di↵erence equations

x
n+1 = h(a

n

, b
n

)x
n

+ ✏
n

(1.39)

↵
n+1 = �̃↵

n

+ ⌘
n

(1.40)

t 2 N0, (x0,↵0) given, where �̃ < 1 is a positive constant; h : A⇥B ! (0, �̃] is
a given continuous function; {✏

n

} and {⌘
n

} are independent sequences of i.i.d.
random variables, and independent of (x0,↵0), that take values in S1 = [0, s̄1]
and S2 = [0, s̄2], for some positive constants s̄1 and s̄2, and having continuous
common density ⇢

✏

and ⇢
⌘

, respectively.



Notice that letting �
n

:= (✏
n

, ⌘
n

)T , we have that �
n

is a random vector
taking values in S := S1 ⇥ S2 with continuous joint density ⇢ := ⇢

✏

⇢
⌘

that
represents the state-discount random disturbance process. Denoting by {y

n

} :=⇢✓
x
n

↵
n

◆�
the joint state-discount process, we can write (1.39) and (1.40) as

y
n+1 =

✓
x
n+1

↵
n+1

◆
= h(a

n

, b
n

)

✓
x
n+1

0

◆
+ �̃

✓
0

↵
n+1

◆
+ �

n

= H(y
n

, a
n

, b
n

) + �
n

,

(1.41)

where y
n

takes values in Y := X ⇥ � and H : X ⇥ � ⇥A ⇥B ! X ⇥ �. Let
�̄ := E(

p
✏2 + ⌘2), and let us suppose that ↵⇤ > ln(1 + �̄).

The one-stage payo↵ function r(y, a, b) is an arbitrary measurable function,
which is u.s.c. in a and l.s.c. in b, and satisfies

|r(y, a, b)|  M(kyk+ c), y 2 Y, (1.42)

for some M > 0 and c > 1, where k · k is the usual euclidian norm in R2. Let

w(y) := kyk+ c.

Clearly, Assumption 1.5.1(a)-(b) are satisfied.
Observe that, in this example, the transition law of the state-discount process

is defined by

Q(D|y, a, b) :=
Z

S
1
D

(H(y, a, b) + s)⇢(s)ds, D 2 B(Y). (1.43)

To show that Assumption 1.5.1(d) is satisfied, we have to verify that

Z

Y
w(z)Q(dz|y, ·, b) and

Z

Y
w(z)Q(dz|y, a, ·) (1.44)

are continuous on A(y) and B(y), respectively. Accordingly to (1.43), and from
the definition of w,

Z

Y
w(z)Q(dz|y, ·, b) =

Z

S

(kH(y, ·, b) + sk+ c)⇢(s)ds, (1.45)

and, Z

Y
w(z)Q(dz|y, a, ·) =

Z

S

(kH(y, a, ·) + sk+ c)⇢(s)ds. (1.46)

Then, we just have to show that
Z

S

(kH(y, ·, b) + sk+ c)⇢(s)ds and

Z

S

(kH(y, a, ·) + sk+ c)⇢(s)ds (1.47)

are continuous on A(y) and B(y), respectively. Which follows from the conti-
nuity of the norm and H, and the Monotone Convergence Theorem A.2.2 (see
Appendix A).

We will now proceed to verify Assumption 1.5.1(e). Let � := (1 + �̄), thus



Z
w(z)Q(dz|y, a, b) =

Z
w(H(y, a, b) + s)⇢(s)ds


Z
[k�̃y + sk+ c]⇢(s)ds

 k�̃yk+
Z

ksk⇢(s)ds+ c

 kyk+ c+ �̄

 (1 + �̄)w(y)

= �w(y).

Finally, we have to verify that Assumption 1.5.1 (c) holds. Indeed, let v be
an arbitrary bounded function, such that |v(y)|  v̄ for all y 2 Y. Observe that
for y 2 Y, a 2 A(y) and b 2 B(y),

Z
v(z)Q(dz|y, a, b) =

Z
v(H(y, a, b) + s)⇢(s)ds.

By applying a change of variable, we get
Z

v(z)Q(dz|y, a, b) =
Z

v(z)⇢(z �H(y, a, b))dz.

Let {(a
n

, b
n

)} be a convergent sequence in A(y) ⇥ B(y) such that (a
n

, b
n

) !
(a, b), then

Z
|v(z)⇢(z�H(y, a

n

, b
n

))� v(z)⇢(z �H(y, a, b))|dz

 v̄

Z
|⇢(z �H(y, a

n

, b
n

))� ⇢(z �H(y, a, b))|dz.
(1.48)

Since |⇢(y)|  1 for all y 2 Y, then |⇢(z � H(y, a
n

, b
n

)) � ⇢(z � H(y, a, b))| 
2, thus letting n ! 1 in both sides of equation (1.48), by the Dominated
Convergence Theorem, we obtain

lim
n!1

Z
|v(z)⇢(z�H(y, a

n

, b
n

))� v(z)⇢(z �H(y, a, b))|dz

 v̄

Z
lim
n!1

|⇢(z �H(y, a
n

, b
n

))� ⇢(z �H(y, a, b))|dz = 0

which is equal to zero since ⇢ and H are both continuous in A(y) ⇥ B(y).
Therefore, by Proposition B.1.3 we conclude that Assumption 1.5.1 (e) holds.



Chapter 2

Markov games with
state-actions-dependent
discount factors

2.1 Introduction

In this chapter we deal with a discrete-time zero-sum Markov game under a
discounted optimality criterion with state-actions-dependent discount factors of
the form ↵(x

n

, a
n

, b
n

), where x
n

, a
n

, and b
n

represent the state and the actions
of the players at time n, respectively. We begin presenting the corresponding
game model on which we will define our problem. We also impose some assump-
tions implying the existence of a value as well as the existence of a stationary
pair of optimal strategies. Finally in order to illustrate our results, we present
an example of a game with random horizon.

For an easy reference, we again introduce some definitions and notation used
in previous chapter, adapted to this class of games.

2.2 Game model

A zero-sum Markov game model with state-actions-dependent discount factors
is defined by the following collection

GM := (X,A,B,KA,KB, Q,↵, r) (2.1)

where:

• The state space X is a non-empty Borel space.

• The actions sets A and B for players 1 and 2, respectively, are both non-
empty Borel spaces.

• The constraint sets KA and KB are non-empty Borel subsets of X ⇥ A

and X⇥B respectively. For each x 2 X, the x-sections

A(x) := {a 2 A | (x, a) 2 KA}

18



and
B(x) := {b 2 B | (x, b) 2 KB}

are non-empty Borel subsets, and represent the admissible actions sets for
players 1 and 2, respectively, when the system is in the state x.

The set
K := {(x, a, b) | x 2 X, a 2 A(x), b 2 B(x)}

is Borel subset of X⇥A⇥B.

• Q is a stochastic kernel (s.k.) on X given K, and represents the transition
law of the process.

• ↵ : K ! (0, 1) is a measurable function that represents the discount factor.

• r : K ! R is a measurable function which represents the one-stage payo↵
function.

Interpretation. The game model GM represents a controlled stochastic
system and have the following interpretation. At the initial state x0 2 X, the
players independently choose actions a0 2 A(x0) and b0 2 B(x0). Then the
player 1 receives a payo↵ r(x0, a0, b0) from player 2, and the game jumps to a
new state x1 according to the transition law Q(·|x0, a0, b0). Once the system is
in state x1 the players select actions a1 2 A(x1) and b1 2 B(x1) and player 1
receives a payo↵ r(x1, a1, b1) from player 2. Next the system moves to a state
x2 and the process is repeated over and over again. In general, at stage n 2 N,
player 1 receives from player 2 r(x

n

, a
n

, b
n

) and the discounted payo↵ takes the
form

�
n

r(x
n

, a
n

, b
n

), (2.2)

where

�
n

:=
n�1Y

k=0

↵(x
k

, a
k

, b
k

) if n 2 N, and �0 = 1. (2.3)

Thus the goal of player 1 is to maximize the total expected discounted pay-
o↵ defined by the accumulation of the one-stage payo↵s (2.2) over an infinite
horizon, whereas the goal of player 2 is to minimize such payo↵.

2.2.1 Strategies

Let H0 := X and H
n

:= H
n�1 ⇥ X for n 2 N. For each n 2 N0 an element

h
n

2 H
n

takes the form

h
n

:= (x0, a0, b0, x1, . . . , xn�1, an�1, bn�1, xn

),

which represents the history of the game up to n.
For each x 2 X, let A(x) := P(A(x)) and B(x) := P(B(x)). We denote the

sets of stochastic kernels

�1 := {'1 2 P(A|X) : '1(·|x) 2 A(x) 8x 2 X}
�2 := {'2 2 P(B|X) : '2(·|x) 2 B(x) 8x 2 X}.



Definition 2.2.1. A strategy for player 1 is a sequence ⇡1 = {⇡1
n

} of stochastic
kernels ⇡1

n

2 P(A|H
t

) such that

⇡1
t

(A(x
t

)|h
t

) = 1, 8 h
t

2 H
t

, t 2 N0. (2.4)

We denote by ⇧1 the family of all strategies for player 1.

Definition 2.2.2. A strategy ⇡1 = {⇡1
t

} for player 1 is called:

(a) a Markov strategy if ⇡1
t

2 �1 for all t 2 N0, this is, each ⇡
t

depends only
on the current state x 2 X of the system. The set of all Markov strategies
for player 1 is denoted by ⇧1

M

.

(b) a stationary (Markov) strategy if ⇡1
t

(·|h
n

) = '1(·|x
n

) for all h
n

2 H
n

,
n 2 N0, for some stochastic kernel '1 in �1, so that ⇡1 = {'1,'1, . . .} =
{'1}. The set of all stationary strategies for player 1 is denoted by ⇧1

S

.

We have the following relations

⇧1
S

⇢ ⇧1
M

⇢ ⇧1.

The sets of all strategies ⇧2, Markov strategies ⇧2
M

and stationary strategies
⇧2

S

corresponding to player 2 are defined similarly.

2.2.2 The game process

Similar to Section 1.2.2, we define the game process as follows. Let (⌦0,F 0) be
the measurable space consisting of the sample space ⌦0 := K1 and its product �-
algebra F 0. Following standard arguments, for each pair of strategies (⇡1,⇡2) 2
⇧1⇥⇧2 and initial state x0 = x 2 X, by Ionescu Tulcea’s Theorem, there exists
a unique probability measure P⇡

1
,⇡

2

x

and a stochastic process {(x
n

, a
n

, b
n

)},
where x

n

, a
n

and b
n

represent the state and the actions of player 1 and 2,
respectively, at stage n 2 N0, satisfying

P

⇡

1
,⇡

2

x

[x0 2 X] = �

x

(X), X 2 B(X); (2.5)

P

⇡

1
,⇡

2

x

[a
n

2 A, b

n

2 B|h
n

] = ⇡

1
n

(A|h
n

)⇡2
n

(B|h
n

), A 2 B(A), B 2 B(B); (2.6)

P

⇡

1
,⇡

2

x

[x
n+1 2 X|h

n

, a

n

, b

n

] = Q(X|x
n

, a

n

, b

n

), X 2 B(X), (2.7)

where �
x

(·) is the Dirac measure concentrated at x. We denote by E⇡

1
,⇡

2

x

the

expectation operator with respect to P⇡
1
,⇡

2

x

.

The stochastic process {x
n

} defined on (⌦,F , P⇡
1
,⇡

2

x

) is called game process.

2.3 Optimality criterion

We suppose that the payo↵ is discounted by a multiplicative discount rate. That
is, a payo↵ R at stage n is equivalent to a payo↵ R�

n

at stage 0, where �
n

was
defined in (2.3).



In this sense, when players choose the strategies ⇡1 2 ⇧1 and ⇡2 2 ⇧2, re-
spectively, given the initial state x0 = x we define the total expected discounted
payo↵ as

V (x,⇡1,⇡2) := E⇡

1
,⇡

2

x

" 1X

n=0

�
n

r(x
n

, a
n

, b
n

)

#
. (2.8)

2.3.1 Game value

Definition 2.3.1. The lower and the upper value of the game are defined as:

L(x) := sup
⇡

12⇧1

inf
⇡

22⇧2
V (x,⇡1,⇡2), (2.9)

and
U(x) := inf

⇡

22⇧2
sup
⇡

12⇧1

V (x,⇡1,⇡2), (2.10)

respectively, for each initial state x 2 X.

If U(·) = L(·) holds, then the common function is called the game value, and
is denoted by V ⇤(·).

Definition 2.3.2. Suppose that the game has a value V ⇤. A strategy ⇡1
⇤ 2 ⇧1

is said to be optimal for player 1 if

V ⇤(x) = inf
⇡

22⇧2
V (x,⇡1

⇤,⇡
2), x 2 X.

Similarly, a strategy ⇡2
⇤ 2 ⇧2 is said to be optimal for the player 2 if

V ⇤(x) = sup
⇡

12⇧1

V (x,⇡1,⇡2
⇤), x 2 X.

Hence, the pair (⇡1
⇤,⇡

2
⇤) is called an optimal pair of strategies.

Observe that (⇡1
⇤,⇡

2
⇤) 2 ⇧1 ⇥⇧2 is an optimal pair if and only if

V (x,⇡1,⇡2
⇤)  V (x,⇡1

⇤,⇡
2
⇤)  V (x,⇡1

⇤,⇡
2), 8 (⇡1,⇡2) 2 ⇧1 ⇥⇧2, x 2 X.

(2.11)

2.4 Assumptions and preliminary results

For probability measures '1(·|x) 2 A(x) and '2(·|x) 2 B(x), x 2 X, we write
'i(x) = 'i(·|x), i = 1, 2. In addition, for a measurable function u : K ! R,

u(x,'1,'2) = u(x,'1(x),'2(x)) :=

Z

B(x)

Z

A(x)
u(x, a, b)'1(da|x)'2(db|x).

(2.12)
In this way, for the functions r and Q in the game model (2.1), and for each

x 2 X, we have

r(x,'1,'2) :=

Z

A(x)

Z

B(x)
r(x, a, b)'1(da|x)'2(db|x),



and

Q(X|x,'1,'2) :=

Z

A(x)

Z

B(x)
Q(X|x, a, b)'1(da|x)'2(db|x), X 2 B(X).

The existence of the game value as well as a pair of optimal strategies is
analyzed under the following conditions.

Assumption 2.4.1. The game model (2.1) satisfies the following:

(a) For each x 2 X, the sets A(x) and B(x) are compact.

(b) For each (x, a, b) 2 K, r(x, ·, b) is upper semicontinuous on A(x), and
r(x, a, ·) is lower semicontinuous on B(x). Moreover, there exists a con-
stant r0 > 0 and a function w : X ! [1,1) such that

|r(x, a, b)|  r0w(x), (2.13)

and the functions

Z

X
w(y)Q(dy|x, ·, b) and

Z

X
w(y)Q(dy|x, a, ·) (2.14)

are continuous on A(x) and B(x), respectively.

(c) For each (x, a, b) 2 K and any bounded measurable function u on X, the
functions

Z

X
u(y)Q(dy|x, ·, b) and

Z

X
u(y)Q(dy|x, a, ·)

are continuous on A(x) and B(x), respectively.

(d) The function ↵ is continuous on K, and

↵⇤ := sup
(x,a,b)2K

↵(x, a, b) < 1. (2.15)

(e) There exists a positive constant � such that 1  � < (↵⇤)�1 and, for all
(x, a, b) 2 K, Z

X
w(y)Q(dy|x, a, b)  �w(x). (2.16)

Definition 2.4.2. For each measurable function u : X ! R, we define the
w-norm as

kuk
w

:= sup
x2X

|u(x)|
w(x)

,

and let B
w

be the Banach space of all real-valued measurable functions defined
on X with finite w-norm.

We define the Shapley operator T as

Tu(x) := inf
'

22B(x)
sup

'

12A(x)
H(u;x,'1,'2), x 2 X, (2.17)



where, for each u 2 B
w

(X) and (x, a, b) 2 K, H is defined as

H(u;x, a, b) := r(x, a, b) + ↵(x, a, b)

Z

X
u(y)Q(dy|x, a, b). (2.18)

The Shapley operator maps B
w

into itself. Moreover, as we will see later,
the interchange of inf and sup in (2.17) holds.

Lemma 2.4.3. Suppose that Assumptions 2.4.1(b) and 2.4.1 (c) hold. Then
for each u 2 B

w

(X), the function u0(x, a, b) :=
R
u(y)Q(dy|x, a, b) is continuous

in a 2 A(x) and b 2 B(x) for every x 2 X.

The proof of Lemma 2.4.3 is similar to the proof of Lemma 1.5.3

Lemma 2.4.4. Under Assumption 2.4.1, for each u 2 B
w

(X):

(a) Tu(x) = max
'

12A(x)
min

'

22B(x)
H(u;x,'1(x),'2(x)), x 2 X;

(b) There exist '1
⇤(x) 2 A(x) and '2

⇤ 2 B(x) such that,

Tu(x) = H(u;x,'1
⇤(x),'

2
⇤(x))

= max
'

12A(x)
H(u;x,'1,'2

⇤)

= min
'

22B(x)
H(u;x,'1

⇤,'
2), x 2 X;

(c) Tu is an element of B
w

(X).

Proof.

(a) Since Assumption 2.4.1 holds, A(x) and B(x) are both compact, and by
Proposition B.2.5 (see Appendix B.2), A(x) and B(x) are also compact for
every x 2 X, which implies that the maximum and minimum are attained
on A(x) and B(x), respectively. That is, we can use max and min instead
of sup and inf in (2.17). On the other hand, by Lemma 2.4.3 and Assump-
tion 2.4.1(d), for u 2 B

w

(X) and (x, a, b) 2 K, we have that H(u;x, ·, b) is
u.s.c. on A(x) and H(u;x, a, ·) is l.s.c. on B(x). Furthermore, since A(x)
and B(x) are both compact, by Proposition A.1.4, H(u;x, ·, b) is bounded
above on A(x) and H(u;x, a, ·) is bounded below on B(x). Then, applying
Proposition B.2.6 we can prove that the function H(u;x, ·,'2) is u.s.c. on
A(x) whileH(u;x,'1, ·) is l.s.c. on B(x). In addition, sinceH(u;x,'1,'2)
is concave in '1 and convex in '2, the Fan’s Minimax Theorem (see The-
orem A.4.2 in Appendix A.4) implies that we can interchange min and
max in (2.17), i.e.,

Tu(x) = max
'

12A(x)
min

'

22B(x)
H(u;x,'1(x),'2(x)), x 2 X.

(b) Theorem B.3.2 (see Appendix B.3) yields the existence of '1
⇤ 2 A(x) and

'2
⇤ 2 B(x) such that

Tu(x) = H(u;x,'1
⇤(x),'

2
⇤(x))

= max
'

12A(x)
H(u;x,'1,'2

⇤)

= min
'

22B(x)
H(u;x,'1

⇤,'
2), x 2 X,

which proves part (b).



(c) Since |u(·)|  kuk
w

w(·), from (2.13) and (2.16) we obtain, for arbitrary
(x, a, b) 2 K, that

|H(u;x, a, b)|  r0w(y) + kuk
w

Z

X
w(y)Q(dy|x, a, b)

 (r0 + �kuk
w

)w(y),

which implies that Tu 2 B
w

(X).

Lemma 2.4.5. Under Assumption 2.4.1, the operator T defined in (2.17) is a
contraction operator in B

w

(X) with modulus ↵⇤� < 1.

Proof. Let us first notice that T is a monotone operator, that is, for u, ũ 2
B
w

(X) such that u � ũ, we have

Tu(x) � T ũ(x), 8 x 2 X.

On the other hand, since Assumption 2.4.1(e) holds and ↵(x, a, b)  ↵⇤ 8(x, a, b) 2
K, we have for any real number k � 0

T (u+ kw)(x)  Tu(x) + ↵⇤�kw(x), (2.19)

for all x 2 X and u 2 B
w

(X).
Let u, v 2 B

w

(x) be arbitrary. Since u  v + wku� vk
w

, by the monotonic-
ity of T and (2.19), with k = ku� vk

w

, we have

Tu(x)  T (v + kw)(x)  Tv(x) + ↵⇤�kw(x),

that is,
Tu(x)� Tv(x)  ↵⇤�ku� vk

w

w(x), x 2 X. (2.20)

Interchanging u and v, we obtain

Tu(x)� Tv(x) � �↵⇤�ku� vk
w

w(x), x 2 X. (2.21)

Thus, from (2.20) and (2.21) we obtain

|Tu(x)� Tv(x)|  ↵⇤�ku� vk
w

w(x), x 2 X.

Therefore,
kTu� Tvk

w

 ↵⇤�ku� vk
w

,

that is, T is a contraction operator with modulus ↵⇤� < 1.

Lemma 2.4.6. Let w and � be as in Assumption 2.4.1, and let ⇡1 2 ⇧1 and
⇡2 2 ⇧2 be arbitrary strategies for players 1 and 2, respectively, and x 2 X the
initial state. Then for each u 2 B

w

(X) and n 2 N0,

(a) E⇡

1
,⇡

2

x

[w(x
n+1)]  �n+1w(x);

(b) lim
n!1

E⇡

1
,⇡

2

x

�
n

u(x
n

) = 0.

Proof.



(a) From Assumption 2.4.1(e), for each x 2 X, (⇡1,⇡2) 2 ⇧1⇥⇧2, and n 2 N0,

E⇡

1
,⇡

2

x

[w(x
n+1)]  �E⇡

1
,⇡

2

x

[w(x
n

)].

The iteration of this inequality yields

E⇡

1
,⇡

2

x

[w(x
n+1)]  �n+1w(x), x 2 X, n 2 N0. (2.22)

(b) From (2.22) and (2.3), for each u 2 B
w

(X), x 2 X, (⇡1,⇡2) 2 ⇧1 ⇥ ⇧2,
and n 2 N0,

���E⇡

1
,⇡

2

x

�
n

u(x
n

)
���  (↵⇤)nkuk

w

E⇡

1
,⇡

2

x

[w(x
n

)]

 (�↵⇤)nkuk
w

w(x).

Therefore,

lim
n!1

E⇡

1
,⇡

2

x

�
n

u(x
n

) = 0, x 2 X, (⇡1,⇡2) 2 ⇧1 ⇥⇧2. (2.23)

Definition 2.4.7. Let '1 2 �1, '2 2 �2, and H be as in (2.18). We define
the operator T

'

1
'

2 : B
w

(X) ! B
w

(X) as

T
'

1
'

2u(x) := H(u;x,'1(x),'2(x)), x 2 X. (2.24)

Lemma 2.4.8. The operator T
'

1
'

2 is a contraction operator with modulus ↵⇤�
on B

w

(X), and V (x,'1,'2) is its unique fixed point in B
w

(X).

Proof. Using similar arguments as those in the proof of Lemma 2.4.5, it follows
that T

'

1
'

2 is a contraction operator on B
w

(X) with modulus ⌧ := �↵⇤. By
Banach’s fixed point Theorem A.3.2 (see Appendix A.3), T

'

1
'

2 has a unique
fixed point u

'

1
'

2 in B
w

(X), that is,

u
'

1
'

2 = T
'

1
'

2u
'

1
'

2 , (2.25)

from which we have that u
'

1
'

2 is the only solution in B
w

(X) to the equation

u

'

1
,'

2(x) = r(x,'1(x),'2(x)) + ↵(x,'1(x),'2(x))

Z

X

u

'

1
,'

2(y)Q(dy|x,'1(x),'1(x)) x 2 X.

(2.26)

Thus,

u

'

1
,'

2(x) =

Z

B

Z

A


r(x, a, b) + ↵(x, a, b)

Z

X

v

'

1
'

2(y)Q(dy|x, a, b)
�
'

1(da|x)'2(db|x), x 2 X.

Iterating this equation we obtain

u
'

1
,'

2(x) = E⇡

1
,⇡

2

x

m�1X

n=0

�
n

r(x
n

, a
n

, b
n

) + E⇡

1
,⇡

2

x

�
m

v
'

1
,'

2(x
m

).

Now, letting m ! 1, from (2.23) and (2.8) we obtain

u
'

1
,'

2(x) = V (x,'1,'2), 8 x 2 X.

Therefore, V (x,'1,'2) is the unique fixed point in B
w

(X) of the operator T
'

1
,'

2 .



2.5 Existence of optimal strategies

We now present our main result as follows.

Theorem 2.5.1. Suppose that Assumption 2.4.1 holds. Then:

(a) The game GM has a value V ⇤ 2 B
w

.

(b) The game value V ⇤ is the unique function in B
w

such that TV ⇤ = V ⇤.

(c) There exist '1
⇤(x) 2 A(x) and '2

⇤(x) 2 B(x) such that

V ⇤(x) = H(V ⇤;x,'1
⇤,'

2
⇤) (2.27)

= max
'

12A(x)
H(V ⇤;x,'1,'2

⇤) (2.28)

= min
'

22B(x)
H(V ⇤;x,'1

⇤,'
2), 8 x 2 X. (2.29)

In addition, the stationary strategies '1
⇤ = {'1

⇤} 2 ⇧1
S

and '2
⇤ = {'2

⇤} 2 ⇧2
S

form an optimal pair of strategies for the game GM.

Proof. From Lemma 2.4.5, T is a contraction on B
w

(X), thus, by Banach’s Fixed
Point Theorem (see Appendix A.3), there exists a unique fixed point v 2 B

w

(X)
of T . From (2.17) and Lemma 2.4.4(a), v satisfies

v(x) = Tv(x) = max
'

12A(x)
min

'

22B(x)
H(v;x,'1(x),'2(x))

= min
'

22B(x)
max

'

12A(x)
H(v;x,'1(x),'2(x)), x 2 X.

In addition, from Lemma 2.4.4 (b), there exists a pair of stationary strategies
('1

⇤,'
2
⇤) 2 ⇧1

S

⇥⇧2
S

such that

v(x) = H(v;x,'1
⇤(x),'

2
⇤(x)) = T

'

1
⇤'

2
⇤
v(x) (2.30)

= max
'

12A(x)
H(v;x,'1(x),'2

⇤(x)) (2.31)

= min
'

22B(x)
H(v;x,'1

⇤(x),'
2(x)), x 2 X. (2.32)

Moreover, from Lemma 2.4.8, V (·,'1
⇤,'

2
⇤) is the unique fixed point of T

'

1
⇤'

2
⇤
, so

(2.30) implies v(x) = V (x,'1
⇤,'

2
⇤), x 2 X. Therefore, considering (2.31) and

(2.32), the theorem will be proved if we show that

V (x,⇡1,'2
⇤)  V (x,'1

⇤,'
2
⇤)  V (x,'1

⇤,⇡
2), 8(⇡1,⇡2) 2 ⇧1 ⇥⇧2, x 2 X.

(2.33)
To prove the first inequality in (2.33), let ⇡1 2 ⇧1 be an arbitrary strategy for



player 1. Then, for all n 2 N,

E
⇡

1
,'

2
⇤

x

[�
n+1V (x

n+1,'
1
⇤,'

2
⇤)|hn

] = �
n

E
⇡

1
,'

2
⇤

x

[↵(x
n

, a
n

, b
n

)V (x
n+1,'

1
⇤,'

2
⇤)|hn

]

= �
n

⇢
↵(x

n

,⇡1
n

(h
n

),'2
⇤)

Z

X
V (y,'1

⇤,'
2
⇤)Q(dy|x

n

,⇡1
n

(h
n

),'2
⇤)

�

= �
n

⇢
↵(x

n

,⇡1
n

(h
n

),'2
⇤)

Z

X
V (y,'1

⇤,'
2
⇤)Q(dy|x

n

,⇡1
n

(h
n

),'2
⇤)

+ r(x
n

,⇡1
n

(h
n

),'2
⇤)� r(x

n

,⇡1
n

(h
n

),'2
⇤)

�

 �
n

(
sup

'

12A(xn)
H(v;x

n

,'1(x
n

),'2
⇤(xn

))� r(x
n

,⇡1
n

(h
n

),'2
⇤)

)

= �
n

{v(x
n

)� r(x
n

,⇡1
n

(h
n

),'2
⇤)}

= �
n

{V (x
n

,'1
⇤,'

2
⇤)� r(x

n

,⇡1
n

(h
n

),'2
⇤)}

(2.34)

where the last two equalities come from (2.30) and (2.31). Now, from (2.34),
for all n 2 N,

�
n

V (x
n

,'1
⇤,'

2
⇤)� E

⇡

1
,'

2
⇤

x

[�
n+1V (x

n+1,'
1
⇤,'

2
⇤)|hn

] � �
n

r(x
n

,⇡1
n

(h
n

),'2
⇤),

thus, taking expectation E
⇡

1
,'

2
⇤

x

and adding over n = 0, 1, . . . ,m� 1,m > 0, we
obtain

V (x,'1
⇤,'

2
⇤)� E

⇡

1
,'

2
⇤

x

[�
m+1V (x

m+1,'
1
⇤,'

2
⇤)] � E

⇡

1
,'

2
⇤

x

m�1X

n=0

�
n

r(x
n

, a
n

, b
n

).

Letting m ! 1, from (2.8), Theorem A.2.3 and Lemma 2.4.6(b) we obtain

V (x,'1
⇤,'

2
⇤) � V (x,⇡1,'2

⇤), x 2 X,

that is, the first inequality in (2.33) holds. The second inequality is proved
similarly. Hence, the proof of Theorem 2.5.1 is completed.

2.6 Example: A game with random horizon

Let (X,A,B,K
A

,K
B

, Q, r) be a standard game model which is played as fol-
lows. At time n, when the game is in state x

n

, players choose actions (a
n

, b
n

)
and player 1 receives a payo↵ r(x

n

, a
n

, b
n

) from player 2. There is a positive
probability 1 � ↵(x

n

, a
n

, b
n

) that the game stops; otherwise, the game process
jumps to a new state x

n+1 according to a stochastic kernel Q(·|x
n

, a
n

, b
n

), and
the process is repeated. Hence, the game has a random horizon.

Our objective is to show that this class of games can be modeled by means
of models of the form (2.1), which includes to prove that the corresponding
random horizon total payo↵ can be written as a performance index with state-
actions-dependent discount factors as (2.8).

We impose the following condition on the stopping probability.



Assumption 2.6.1. There is � 2 (0, 1) such that

↵⇤ := sup
(x,a,b)2K

↵(x, a, b)  1� � < 1.

Let x⇤ and (a⇤, b⇤) be artificial state and actions. We define the game model

GM⇤ = (X⇤,A⇤,B⇤,KA⇤ ,KB⇤ , Q⇤,↵, r⇤)

where X

⇤ = X [ {x⇤}, A⇤ = A [ {a⇤}, B⇤ = B [ {b⇤} and the corresponding
x-sections are the sets

A⇤(x) :=

⇢
{a⇤} if x = x⇤,
A(x) if x 2 X;

B⇤(x) :=

⇢
{b⇤} if x = x⇤,
B(x) if x 2 X.

We denote
K⇤ := {(x, a, b) : x 2 X

⇤, a 2 A

⇤, b 2 B

⇤}.

The transition law Q⇤ among the states in X

⇤ is a stochastic kernel on X

⇤ given
K⇤ defined as follows. For (x, a, b) 2 K

Q⇤(X|x, a, b) := ↵(x, a, b)Q(X|x, a, b), X 2 B(X)

Q⇤({x⇤}|x, a, b) := 1� ↵(x, a, b),

Q⇤({x⇤}|x⇤, a⇤, b⇤) := 1.

The payo↵ function r⇤ : K⇤ ! R is given by

r⇤(x) :=

⇢
r(x, a, b) if (x, a, b) 2 K,
0 if (x, a, b) = (x⇤, a⇤, b⇤).

Let (⌦0,F 0) be the measurable space associated to the game model GM⇤ (see
Section 2.2.2) and define the first passage time ⌧ : ⌦0 ! N0 [ {+1} as

⌧ := ⌧(x0, a0, b0, . . .) := inf{n 2 N0 : x
n

= x⇤},

where, as usual, inf ; = +1. In other words, ⌧ is the first entrance time of the
game process into the set {x⇤}, which will never be left once it is reached, and
where the players incur no payo↵.

In next chapter it is proved that it is su�cient to consider the family of
Markov strategies, in order to analyze the game. Then, we restrict our analysis
to the sets ⇧i

M

, i = 1, 2.
For each pair of strategies ('1,'2) 2 ⇧1

M

⇥⇧2
M

and initial state x 2 X, the
total expected payo↵ with random horizon ⌧ takes the form

V
⌧

(x,'1,'2) := E⇤,'1
,'

2

x

⌧X

n=0

r(x
n

, a
n

, b
n

),

where E⇤ is the expectation operator corresponding to the game model GM⇤.



Theorem 2.6.2. For each x 2 X and ('1,'2) 2 ⇧1
M

⇥⇧2
M

V
⌧

(x,'1,'2) = V (x,'1,'2),

where V is the performance index defined in (2.8)

Proof. For each x 2 X and ('1,'2) 2 ⇧1
M

⇥⇧2
M

, observe that

E⇤,'1
,'

2

x

⌧X

n=0

r⇤(x
n

, a
n

, b
n

) = E⇤,'1
,'

2

x

1X

n=0

r(x
n

, a
n

, b
n

)I[⌧>n].

Now we have
E⇤,'1

,'

2

x

r(x0, a0, b0) = E'

1
,'

2

x

r(x0, a0, b0).

In addition, on the set [⌧ > n], we have

E

⇤,'1
,'

2

x

r

⇤(x1, a1, b1) =

Z

A⇤

Z

B⇤

Z

X⇤

Z

A⇤

Z

B⇤

r

⇤(x1, a1, b1) '

2
1(db1|x1)'

1
1(da1|x1)Q

⇤(dx1|x, a0, b0)

'

2
0(db0|x)'1

0(da0|x)

=

Z

A

Z

B

Z

X

Z

A

Z

B

r(x1, a1, b1) '

2
1(db1|x1)'

1
1(da1|x1)↵(x, a0, b0)Q(dx1|x, a0, b0)

'

2
0(db0|x)'1

0(da0|x)

=

Z

A

Z

B

Z

X

Z

A

Z

B

↵(x, a0, b0)r(x1, a1, b1) '

2
1(db1|x1)'

1
1(da1|x1)Q(dx1|x, a0, b0)

'

2
0(db0|x)'1

0(da0|x)

= E

'

1
,'

2

x

↵(x0, a0, b0)r(x1, a1, b1).

By applying similar arguments we can prove

E⇤,'1
,'

2

x

[r⇤(x
n

, a
n

, b
n

)] = E'

1
,'

2

x

"
n�1Y

n=0

↵(x
n

, a
n

, b
n

)r(x
n

, a
n

, b
n

)

#
.

This fact proves the result.

Similar game models with random horizon have been studied in previous
works under several settings. For instance in [16] it is considered a finite stochas-
tic game, and in [14] it is assumed a bounded payo↵. Our example is based on
the paper [6].



Chapter 3

Markov games with random
state-actions-dependent
discount factors

3.1 Introduction

In this chapter we study a class of games which can be considered as a mixture
of the games analyzed in previous chapters. Indeed, we now consider games with
random state-actions-dependent discount factors of the form ↵(x

n

, a
n

, b
n

, ⇠
n+1),

where x
n

, a
n

, b
n

and ⇠
n+1 are the state, the actions chosen by the players

and the discount factor’s random disturbance at time n. The key point to
analyze this kind of games is to prove their equivalence to games with state-
actions-dependent discount factors, i.e., non-randomized. Once stated such an
equivalence we can use Theorem 2.5.1 above to prove the existence of a value
of the game and a pair of optimal strategies. However this approach holds over
the class of Markov strategies for which we first need to prove its su�ciency in
the sense of Theorem 3.5.5 below.

As in the previous chapters, we rewrite all elements needed to formulate the
game problem, adapted to this kind of games.

3.2 Game model

A zero-sum Markov game model with random state-actions-dependent discount
factors is defined by the following collection

˜GM := (X,A,B,KA,KB,S, Q, ↵̃, r) (3.1)

satisfying the following conditions. The state spaceX and the actions setsA and
B for players 1 and 2, respectively, as well as the discount factors disturbance
spaces S, are assumed to be Borel spaces. The constraint sets KA and KB are
Borel subsets of X⇥A and X⇥B, respectively. For each x 2 X, the x-sections

A(x) := {a 2 A | (x, a) 2 KA}
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and
B(x) := {b 2 B | (x, b) 2 KB}

are non-empty Borel subsets, and represent the admissible actions sets for play-
ers 1 and 2, respectively, when the system is in the state x.

The set
K := {(x, a, b) : x 2 X, a 2 A(x), b 2 B(x)}

of admissible state-actions triplets is a Borel subset of X⇥A⇥B. The transition
law Q(·|x, a, b) is a stochastic kernel on X given K, and ↵̃ : K⇥ S ! (0, 1) is a
measurable function which gives the discount factor ↵̃(x

n

, a
n

, b
n

, ⇠
n+1) at stage

n 2 N, where {⇠
n

} is a sequence of independent and identically distributed
(i.i.d.) random variables defined on a probability space taking values in S with
common distribution ✓ 2 P(S). That is

✓(S) = P (⇠
n

2 S), S 2 B(S), n 2 N.

Finally, r(·, ·, ·) is a real-valued measurable function on K that represents the
one-stage payo↵ function.

Interpretation.

The game is played as follows. At the initial state x0 2 X, the players inde-
pendently choose actions a0 2 A(x0) and b0 2 B(x0). Then player 1 receives a
payo↵ r(x0, a0, b0) from player 2, and the game moves to a new state x1 accord-
ing to the transition law Q(·|x0, a0, b0), and the random disturbance ⇠1 appears.
Once the system is in the state x1 the players select actions a1 2 A(x1) and
b1 2 B(x1) and player 1 receives a payo↵ r(x1, a1, b1) from player 2. Next the
system moves to a new state x2, the random disturbance ⇠2 appears, and the pro-
cess is repeated over and over again. In general, at stage n 2 N, on the record of
the state-actions and random disturbances, player 1 receives r(x

n

, a
n

, b
n

) from
player 2 and the corresponding discounted payo↵ takes the form

�̃
n

r(x
n

, a
n

, b
n

) (3.2)

where

�̃
n

:=
n�1Y

k=0

↵̃(x
k

, a
x

, b
k

, ⇠
k+1) if n 2 N, and �̃0 = 1. (3.3)

Thus, the goal of player 1 is to maximize, while player 2 wants to minimize,
the total expected discounted payo↵ defined by the accumulation of the one-
stage payo↵s (3.2) over an infinite horizon.

3.2.1 Strategies

The players’ strategies are defined exactly in the same way as in Chapter 2 but
changing the definition of the set H

n

of histories up to time n. In this case, we
define H0 := X and H

n

:= K⇥ S⇥H
n�1 for n 2 N, where, for each n 2 N0, an

element h
n

2 H
n

takes the form

h
n

= (x0, a0, b0, ⇠1, . . . , xn�1, an�1, bn�1, ⇠n, xn

),

which represents the history of the game up to time n.



We keep the notation and definitions introduced in Section 2.2.1 of Chapter
2, for the sets A(x), B(x), �1 and �2.

Thus, strategies for player 1 are defined in Definition 2.2.1, and ⇧1 repre-
sents the family of all strategies for player 1. In a likewise manner, Markov
and stationary strategies are defined in Definition 2.2.2, and ⇧1

M

and ⇧1
S

rep-
resent the set of all Markov strategies and the set of all stationary strategies,
respectively.

The sets of strategies ⇧2, Markov strategies ⇧2
M

and stationary strategies
⇧2

S

for player 2 are defined similarly.

3.2.2 The game process

Let (⌦0,F 0) be the measurable space consisting of the sample space ⌦0 = (K⇥ S)1

and its product �-algebra F 0. As in the previous chapters, for each pair of
strategies (⇡1,⇡2) 2 ⇧1⇥⇧2 and initial state x0 = x 2 X, there exists a unique

probability measure P⇡
1
,⇡

2

x

and a stochastic process {(x
n

, a
n

, b
n

, ⇠
n+1)}, where

x
n

, a
n

, b
n

and ⇠
n+1 represent the state, the actions of players, and the discount

factor random disturbance, respectively, at stage n 2 N0, satisfying

P

⇡

1
,⇡

2

x

[x0 2 X] = �

x

(X), X 2 B(X); (3.4)

P

⇡

1
,⇡

2

x

[a
n

2 A, b

n

2 B|h
n

] = ⇡

1
n

(A|h
n

)⇡2
n

(B|h
n

), A 2 B(A), B 2 B(B); (3.5)

P

⇡

1
,⇡

2

x

[x
n+1 2 X|h

n

, a

n

, b

n

, ⇠

n+1] = Q(X|x
n

, a

n

, b

n

), X 2 B(X); (3.6)

P

⇡

1
,⇡

2

x

[⇠
n+1 2 S|h

n

, a

n

, b

n

] = ✓(S), S 2 B(S), (3.7)

where �
x

(·) is the Dirac measure concentrated at x. We denote by E⇡

1
,⇡

2

x

the

expectation operator with respect to P⇡
1
,⇡

2

x

.

The stochastic process {x
n

} defined on (⌦,F , P⇡
1
,⇡

2

x

) is called game process.

3.3 Optimality criterion

According to (3.2) and (3.3), the total expected discounted payo↵ — with ran-
dom state-actions-dependent discount factors — for a pair of strategies (⇡1,⇡2) 2
⇧1 ⇥⇧2, given the initial state x0 = x 2 X, is defined as

Ṽ (x,⇡1,⇡2) := E⇡

1
,⇡

2

x

" 1X

n=0

�̃
n

r(x
n

, a
n

, b
n

)

#
. (3.8)

where �̃
n

is given by (3.3).

3.3.1 Game value

Definition 3.3.1. The lower and the upper value of the game are defined as:

L(x) := sup
⇡

12⇧1

inf
⇡

22⇧2
Ṽ (x,⇡1,⇡2) and U(x) := inf

⇡

22⇧2
, sup
⇡

12⇧1

Ṽ (x,⇡1,⇡2)

respectively, for each initial state x 2 X.

If U(·) = L(·) holds, then the common function is called the value of the
game and is denoted by V ⇤.



Definition 3.3.2. Suppose that the game has a value V ⇤. A strategy ⇡1
⇤ 2 ⇧1

is said to be optimal for player 1 if

V ⇤(x) = inf
⇡

22⇧2
Ṽ (x,⇡1

⇤,⇡
2), x 2 X.

Similarly, a strategy ⇡2
⇤ 2 ⇧2 is said to be optimal for player 2 if

V ⇤(x) = sup
⇡

12⇧1

Ṽ (x,⇡1,⇡2
⇤), x 2 X.

Hence, the pair (⇡1
⇤,⇡

2
⇤) is called an optimal pair of strategies.

Notice that (⇡1
⇤,⇡

2
⇤) 2 ⇧1 ⇥⇧2 is an optimal pair if and only if

Ṽ (x,⇡1,⇡2
⇤)  Ṽ (x,⇡1

⇤,⇡
2
⇤)  Ṽ (x,⇡1

⇤,⇡
2), 8(⇡1,⇡2) 2 ⇧1 ⇥⇧2, x 2 X, (3.9)

which is known as the saddle point property.

Similar to previous chapters, for probability measures '1(·|x) 2 A(x) and
'2(·|x) 2 B(x), x 2 X, we write 'i(x) = 'i(·|x), i = 1, 2. In addition, for a
measurable function u : K ! R,

u(x,'1,'2) = u(x,'1(x),'2(x)) :=

Z

B(x)

Z

A(x)
u(x, a, b)'1(da|x)'2(db|x).

(3.10)

3.4 Preliminary results

In this section we will present some lemmas that we use in the proof of our
main results, which we will present in the next section. In order to prove such
lemmas, we introduce the following notation.

Let us fix '2 2 ⇧2
S

. Define the stochastic kernel Q
'

2 on X given K
A

as

Q
'

2(X|x, a) :=
Z

B
Q(X|x, a, b)'2(db|x), X 2 B(X), (3.11)

likewise, r
'

2 : K
A

! R and ↵̃
'

2 : K
A

⇥ S ! (0, 1) are the measurable functions
defined as

r
'

2(x, a) :=

Z

B
r(x, a, b)'2(db|x), (3.12)

↵̃
'

2(x, a, s) :=

Z

B
↵̃(x, a, b, s)'2(db|x). (3.13)

In addition, let ⇡1 2 ⇧1 be an arbitrary strategy and x 2 X, we define the
performance index

Ṽ
'

2(x,⇡1) := E⇡

1

x

" 1X

n=0

�̃'
2

n

r
'

2(x
n

, a
n

)

#
, (3.14)



where,

�̃'
2

n

=
n�1Y

k=0

↵̃
'

2(x
k

, a
k

, ⇠
k+1) for n 2 N, and �̃'

2

0 = 1,

and E⇡

1

x

is the expectation operator with respect to the probability measure

P⇡
1

x

⌘ P⇡
1
,'

2

x

induced by (⇡1,'2) 2 ⇧1 ⇥ ⇧2
S

and x0 = x. Then, from (3.4) –

(3.7), P⇡
1

x

satisfies the following properties:

P⇡
1

x

[x0 2 X] = �
x

(X), X 2 B(X); (3.15)

P⇡
1

x

[a
n

2 A|h
n

] = P⇡
1

x

[a
n

2 A, b
n

2 B|h
n

]

= ⇡1
n

(A|h
n

)'2
n

(B|x
n

)

= ⇡1
n

(A|h
n

), A 2 B(A); (3.16)

P⇡
1

x

[x
n+1 2 X|h

n

, a
n

, b
n

, ⇠
n+1] = Q

'

2(X|x
n

, a
n

), X 2 B(X); (3.17)

P⇡
1

x

[⇠
n+1 2 S|h

n

, a
n

, b
n

] = ✓(S), S 2 B(S). (3.18)

Similarly, for a fixed '1 2 ⇧1
S

, we define Q
'

1 , r
'

1 , ↵̃
'

1 and the performance
index

Ṽ
'

1(x,⇡2) := E⇡

2

x

" 1X

n=0

�̃'
1

n

r
'

1(x
n

, b
n

)

#
, ⇡2 2 ⇧2, x 2 X, (3.19)

where,

�̃'
1

n

=
n�1Y

k=0

↵̃
'

1(x
k

, b
k

, ⇠
k+1) for n 2 N, and �̃'

1

0 = 1.

Lemma 3.4.1. For each x 2 X, '2 2 ⇧2
S

, and ⇡1 2 ⇧1 there exists '1 2 ⇧1
M

such that
Ṽ
'

2(x,⇡1) = Ṽ
'

2(x,'1). (3.20)

Proof. Let x 2 X, '2 2 ⇧2
S

, and ⇡1 2 ⇧1 be arbitrary. Let us consider the finite
measures

M⇡

1

x,n

(K) := E⇡

1

x

�̃'
2

n

I
K

(x
n

, a
n

), K 2 B(X⇥A), n 2 N0, (3.21)

and
m⇡

1

x,n

(X) := E⇡

1

x

�̃'
2

n

I
X

(x
n

), X 2 B(X), n 2 N0. (3.22)

Notice thatm⇡

1

x,n

is the marginal ofM⇡

1

x,n

onX (see Definition B.2.1, in Appendix
B). Indeed, for X 2 B(X),

M⇡

1

x,n

(X ⇥A) = E⇡

1

x

�̃'
2

n

I
X⇥A(x

n

, a
n

) = E⇡

1

x

�̃'
2

n

I
X

(x
n

)IA(a
n

)

= E⇡

1

x

�̃'
2

n

I
X

(x
n

) = m⇡

1

x,n

(X).



Then, by Proposition B.2.2, there exists a stochastic kernel '1
n

on A given
X such that, for X 2 B(X) and A 2 B(A),

M⇡

1

x,n

(X ⇥A) =

Z

X

'1
n

(A|y)m⇡

1

x,n

(dy). (3.23)

Furthermore, sinceM⇡

1

x,n

is concentrated onKA, we can assume that '1
n

(A(y)|y) =
1, y 2 X. Thus, '1

n

determines the Markov strategy '1 := {'1
n

} 2 ⇧1
M

.

For '1, we also define M'

1

x,n

and m'

1

x,n

in a similar way as in (3.21) and (3.22).
On the other hand, observe that for any measurable simple function f on

X⇥A we have

E⇡

1

x

�̃'
2

n

f(x
n

, a
n

) =

Z

X⇥A
f(y, a)M⇡

1

x,n

(d(y, a)). (3.24)

And from Proposition B.2.3 and the Monotone convergence theorem A.2.2 we
obtain that (3.24) holds for any measurable function f : X⇥A ! R. Moreover,
(3.24) also holds for any measurable function f : X ⇥A ! R, with '1 instead
of ⇡1, that is,

E'

1

x

�̃'
2

n

f(x
n

, a
n

) =

Z

X⇥A
f(y, a)M'

1

x,n

(d(y, a)). (3.25)

Therefore, the key point in getting (3.20) is to show that

M⇡

1

x,n

= M'

1

x,n

, x 2 X, n 2 N0. (3.26)

We will proceed by induction over n as follows. From (3.15), for X 2 B(X) we
have

m⇡

1

x,0(X) := E⇡

1

x

I
X

(x0) = �
x

(X) = m'

1

x,0(X).

Then, from (3.21) and (3.23) we obtain, for X ⇥A 2 B(X⇥A),

M⇡

1

x,0(X ⇥A) :=

Z

X

'1
0(A|y)m⇡

1

x,0(dy)

=

Z

X

'1
0(A|y)m'

1

x,0(dy) = M'

1

x,0(X ⇥A).

Hence (3.26) holds for n = 0. Now, let us suppose that (3.26) holds for some n 2
N. Then, by (3.17), (3.18), (3.22), and (3.24) with f(y, a) = Q(X|y, a)

R
S ↵̃'2(y, a, s)✓(ds)

we have the following:

m⇡

1

x,n+1(X) = E⇡

1

x

�̃'
2

n+1IX(x
n+1) = E⇡

1

x

h
E⇡

1

x

h
�̃'

2

n+1IX(x
n+1)|hn

, a
n

ii

= E⇡

1

x

h
E⇡

1

x

h
�̃'

2

n

↵̃
'

2(x
n

, a
n

, ⇠
n+1)IX(x

n+1)|hn

, a
n

ii

= E⇡

1

x

h
�̃'

2

n

E⇡

1

x

⇥
↵̃
'

2(x
n

, a
n

, ⇠
n+1)IX(x

n+1)|hn

, a
n

⇤i

= E⇡

1

x


�̃'

2

n

Q
'

2(X|x
n

, a
n

)

Z

S
↵̃
'

2(x
n

, a
n

, s)✓(ds)

�

= E⇡

1

x

h
�̃'

2

n

f(x
n

, a
n

)
i
=

Z

X⇥A
f(y, a)M⇡

1

x,n

(d(y, a))

=

Z

X⇥A
f(y, a)M'

1

x,n

(d(y, a)). (3.27)



Similarly, as in (3.27), with '1 instead of ⇡1, we obtain

m'

1

x,n+1(X) =

Z

X⇥A
f(y, a)M'

1

x,n

(d(y, a)). (3.28)

From (3.27) and (3.28) we get

m⇡

1

x,n+1(X) = m'

1

x,n+1(X). (3.29)

Now, let us prove M⇡

1

x,n+1 = M'

1

x,n+1. On the one hand, from (3.23) and (3.29),

M⇡

1

x,n+1(X ⇥A) =

Z

X

'1
n+1(A|y)m⇡

1

x,n+1(dy)

=

Z

X

Z

A

'1
n+1(da|y)m⇡

1

x,n+1(dy)

=

Z

X

Z

A

'1
n+1(da|y)m

'

1

x,n+1(dy). (3.30)

Further, observe that following similar arguments as in (3.24), it can be shown
that for each ⇡1 2 ⇧1, n 2 N0, and any measurable function g : X ! R,

E⇡

1

x

�̃'
2

n

g(x
n

) =

Z

X
g(y)m⇡

1

x,n

(dy). (3.31)

On the other hand, from (3.21), (3.16), and (3.31) with g(y) = I
X

(y)
R
A

'1
n+1(da|y)

we obtain

M'

1

x,n+1(X ⇥A) = E'

1

x

�̃'
2

n+1IX⇥A

(x
n+1, an+1)

= E'

1

x

h
E'

1

x

h
�̃'

2

n+1IX⇥A

(x
n+1, an+1)|hn+1

ii

= E'

1

x

h
�̃'

2

n+1IX(x
n+1)E

'

1

x

[I
A

(a
n+1)|hn+1]

i

= E'

1

x


�̃'

2

n+1IX(x
n+1)

Z

A

'1
n+1(dan+1|xn+1)

�

= E'

1

x

�̃'
2

n+1g(xn+1) =

Z

X
g(y)m'

1

x,n+1(dy)

=

Z

X

Z

A

'1
n+1(da|y)m

'

1

x,n+1(dy). (3.32)

Hence, (3.30) and (3.32) yield (3.26).

Finally, by (3.26) and (3.24) with f(y, a) = r
'

2(y, a),

E⇡

1

x

h
�̃'

2

n

r
'

2(x
n

, a
n

)
i

=

Z

X⇥A
r
'

2(y, a)M⇡

1

x,n

(d(y, a))

=

Z

X⇥A
r
'

2(y, a)M'

1

x,n

(d(y, a))

= E'

1

x

h
�̃'

2

n

r
'

2(x
n

, a
n

)
i
.

Therefore, from (3.14) we obtain (3.20), providing that the interchange of ex-
pectation and sum holds, which follows from Assumption 3.5.2 below.



Remark 3.4.2. Let us fix '1 2 ⇧1
S

. Then, once the necessary changes have
been made in the proof of Lemma 3.4.1, we can conclude that for each ⇡2 2 ⇧2

there exists '2 2 ⇧2
M

such that

Ṽ
'

1(x,⇡2) = Ṽ
'

1(x,'2), x 2 X, (3.33)

where Ṽ
'

1 is the performance index defined in (3.19).

Lemma 3.4.3.

(a) For each ⇡1 2 ⇧1 and '2 2 ⇧2
S

there exists '1 2 ⇧1
M

such that

Ṽ (x,⇡1,'2) = Ṽ (x,'1,'2), x 2 X. (3.34)

(b) For each ⇡2 2 ⇧2 and '1 2 ⇧2
S

there exists '2 2 ⇧2
M

such that

Ṽ (x,'1,⇡2) = Ṽ (x,'1,'2), x 2 X. (3.35)

Proof. Let ⇡1 2 ⇧1 and '2 2 ⇧2
S

be arbitrary strategies. Let us consider the
corresponding performance index Ṽ

'

2(x,⇡1), x 2 X. Lemma 3.4.1 yields the

existence of '1 2 ⇧1
M

such that Ṽ
'

2(x,⇡1) = Ṽ
'

2(x,'1), x 2 X. Thus, to obtain
(3.34) it is enough to prove

Ṽ
'

2(x,⇡1) = Ṽ (x,⇡1,'2), x 2 X. (3.36)

In order to prove so, we will compare the corresponding terms in the sums (3.14)
and (3.8).

Indeed, for the first term, from (3.12),

E⇡

1

x

r
'

2(x0, a0) =

Z

A
r
'

2(x, a0)⇡
1
0(da0|x)

=

Z

A

Z

B
r(x, a0, b0)'

2
0(db0|x)⇡1

0(da0|x)

= E⇡

1
,'

2

x

r(x0, a0, b0).

Moreover, from (3.13)

E⇡

1

x

�̃'
2

1 r
'

2(x1, a1) = E⇡

1

x

↵̃
'

2(x0, a0, ⇠1)r
'

2(x1, a1)

=

Z

A⇥S⇥X⇥A
↵̃
'

2(x, a0, ⇠1)r
'

2(x1, a1)⇡
1
1(da1|h1)Q

'

2(dx1|x0, a0)✓(d⇠1)⇡
1
0(da0|x)

=

Z

A⇥B⇥S⇥X⇥A⇥B
↵̃(x, a0, b0, ⇠1)r(x1, a1, b1)

'2
1(db1|x)⇡1

1(da1|h1)Q(dx1|x0, a0, b0)✓(d⇠1)'
2
0(db0|x)⇡1

0(da0|x)

= E⇡

1
,'

2

x

↵̃(x0, a0, b0, ⇠1)r(x1, a1, b1)

= E⇡

1
,'

2

x

�̃1r(x1, a1, b1).

By an induction argument it is shown that

E⇡

1

x

�̃'
2

n

r
'

2(x
n

, a
n

) = E⇡

1
,'

2

x

�̃
n

r(x
n

, a
n

, b
n

), 8n 2 N0.



Therefore, from (3.14) and (3.8) we obtain (3.36), providing that the interchange
of expectation and sum holds, which follows from Assumption 3.5.2 below.

The proof of part (b) is similar.

3.5 Existence of optimal strategies

Our approach to show the existence of optimal strategies is to prove the equiva-
lence between the performance index (3.8) and one of those studied in Chapter
2, and therefore to apply Theorem 2.5.1. To this end, let us define the mean
discount factor function ↵

✓

: K ! (0, 1) as

↵
✓

(x, a, b) :=

Z

S
↵̃(x, a, b, s)✓(ds), (x, a, b) 2 K, (3.37)

and denote

�
n

=
n�1Y

k=0

↵
✓

(x
k

, a
k

, b
k

) if n 2 N, and �0 = 1. (3.38)

For each pair of strategies (⇡1,⇡2) 2 ⇧1 ⇥ ⇧2 and initial state x 2 X, we
define

V (x,⇡1,⇡2) := E⇡

1
,⇡

2

x

" 1X

n=0

�
n

r(x
n

, a
n

, b
n

)

#
. (3.39)

We suppose, for the moment, that the class of Markov strategies are su�cient
in the sense of Theorem 3.5.5. Then we can establish our first result as follows.

Theorem 3.5.1. For every initial state x 2 X and every pair of strategies
('1,'2) 2 ⇧1

M

⇥⇧2
M

,

V (x,'1,'2) = Ṽ (x,'1,'2) (3.40)

Proof. For each x 2 X and ('1,'2) 2 ⇧1
M

⇥⇧2
M

, from (3.37)

E'

1
,'

2

x

�̃1r(x1, a1, b1) = E'

1
,'

2

x

↵̃(x0, a0, b0, ⇠1)r(x1, a1, b1)

=

Z

A⇥B⇥S⇥X⇥A⇥B
↵̃(x0, a0, b0, ⇠1)r(x1, a1, b1)

'2
1(db1|x1)'

1
1(da1|x1)Q(dx1|x0, a0, b0)✓(d⇠1)'

2
0(db0|x)'1

0(da0|x)

=

Z

A⇥B

Z

S
↵̃(x0, a0, b0, ⇠1)✓(⇠1)

Z

X

Z

A⇥B
r(x1, a1, b1)

'2
1(db1|x1)'

1
1(da1|x1)Q(dx1|x0, a0, b0)'

2
0(db0|x)'1

0(da0|x)

= E'

1
,'

2

x

↵
✓

(x0, a0, b0)r(x1, a1, b1)

= E'

1
,'

2

x

�1r(x1, a1, b1).

Following an induction argument it is shown that

E'

1
,'

2

x

�̃
n

r(x
n

, a
n

, b
n

) = E'

1
,'

2

x

�
n

r(x
n

, a
n

, b
n

), 8 n 2 N0.

Therefore, from (3.8) and (3.39) we get (3.40).



The existence of a value of the game as well as a pair of optimal strategies
is analyzed under the following conditions. (See Assumption 2.4.1)

Assumption 3.5.2. The game model (3.1) satisfies the following:

(a) For each x 2 X, the sets A(x) and B(x) are compact.

(b) For each (x, a, b) 2 K, r(x, ·, b) is upper semicontinuous (u.s.c.) on A(x),
and r(x, a, ·) is lower semicontinuous (l.s.c.) on B(x). Moreover, there
exist a constant r0 > 0 and a function w : X ! [1,1) such that

|r(x, a, b)|  r0w(x), (3.41)

and the functions

Z

X
w(y)Q(dy|x, ·, b) and

Z

X
w(y)Q(dy|x, a, ·) (3.42)

are continuous on A(x) and B(x), respectively.

(c) For each (x, a, b) 2 K and each bounded measurable function u on X, the
functions

Z

X
u(y)Q(dy|x, ·, b) and

Z

X
u(y)Q(dy|x, a, ·)

are continuous on A(x) and B(x), respectively.

(d) The function ↵̃(x, a, b, s) is continuous on K⇥ S, and

↵⇤ := sup
(x,a,b)2K

↵
✓

(x, a, b) < 1. (3.43)

(e) There exists a positive constant � such that 1  � < (↵⇤)�1, and for all
(x, a, b) 2 K Z

X
w(y)Q(dy|x, a, b)  �w(x). (3.44)

Remark 3.5.3. Notice that Assumption 3.5.2 (d) implies that Assumption 2.4.1
holds for ↵

✓

. Indeed, Theorem A.2.3 (see Appendix A) yields the continuity of
↵
✓

.

We now present our main result which is consequence of Theorem 2.5.1.

Theorem 3.5.4. Suppose that Assumption 3.5.2 holds. Then:

(a) The game ˜GM has a value V ⇤ 2 B
w

.

(b) The value V ⇤ is the unique function in B
w

such that TV ⇤ = V ⇤.

(c) There exists a pair of strategies ('1
⇤,'

2
⇤) 2 ⇧1

S

⇥ ⇧2
S

which is optimal
respect to the Markov strategies

Hence, from Theorem 3.5.5 below, ('1
⇤,'

2
⇤) is an optimal pair of strategies for

the game ˜GM.



Finally, we conclude presenting the proof of the su�ciency of Markov strate-
gies.

Theorem 3.5.5. Let ('1
⇤,'

2
⇤) 2 ⇧1

S

⇥⇧2
S

be an optimal pair with respect to the
Markov strategies, i.e., for every x 2 X,

Ṽ (x,'1,'2
⇤)  Ṽ (x,'1

⇤,'
2
⇤)  Ṽ (x,'1

⇤,'
2), 8('1,'2) 2 ⇧1

M

⇥⇧2
M

. (3.45)

Then ('1
⇤,'

2
⇤) is an optimal pair with respect to all strategies, i.e., (3.9) holds.

Proof. Let ('1
⇤,'

2
⇤) 2 ⇧1

S

⇥⇧2
S

be an arbitrary optimal pair with respect to the
Markov strategies. From Lemma 3.4.3, we have, for each '2 2 ⇧2

S

,

max
⇡

12⇧1
Ṽ (x,⇡1,'2) = max

'

12⇧1
M

Ṽ (x,'1,'2), x 2 X, (3.46)

and for each '1 2 ⇧1
S

,

min
⇡

22⇧2
Ṽ (x,'1,⇡2) = min

'

22⇧2
M

Ṽ (x,'1,'2), x 2 X. (3.47)

Then, from (3.45) and (3.46)

Ṽ (x,'1
⇤,'

2
⇤) � max

'

12⇧1
M

Ṽ (x,'1,'2
⇤)

= max
⇡

12⇧1
Ṽ (x,⇡1,'2

⇤)

� Ṽ (x,⇡1,'2
⇤), 8 ⇡1 2 ⇧1, x 2 X. (3.48)

Similarly, from (3.45) and (3.47)

Ṽ (x,'1
⇤,'

2
⇤)  min

'

22⇧2
M

Ṽ (x,'1
⇤,'

2)

= min
⇡

22⇧2
Ṽ (x,'1

⇤,⇡
2)

 Ṽ (x,'1
⇤,⇡

2), 8 ⇡2 2 ⇧2, x 2 X. (3.49)

Therefore, combining (3.48) and (3.49) we obtain (3.9).

3.6 Example: Semi-Markov games

A standard two-person semi-Markov game can be formulated as follows: If at the
nth decision epoch the game is in state x

n

= x, then the players independently
choose actions a

n

= a and b
n

= b an the following happens:

(1) the game remains in the state x during a nonnegative random time ⇠
n+1

with distribution H(·|x, a, b);

(2) a payo↵ r(x, a, b) is generated which represents a reward for player 1 and
a cost for player 2;

(3) the game jumps to a new state x
n+1 = y according to a transition law

Q(·|x, a, b).



Once the transition to the state y occurs, the process is repeated. (See [8], [12],
[10]).

Observe that the decision epochs are T
n

:= T
n�1 + ⇠

n

, n 2 N and T0 = 0,
i.e., T

n

=
P

n�1
k=0 ⇠k+1. The random variable ⇠

n+1 = T
n+1 � T

n

is called the
sojourn or holding time at state x

n

.
The standard performance index is defined as follows. For each pair of

strategies (⇡1,⇡2) 2 ⇧1 ⇥⇧2 and initial state x0 = x 2 X, we define

V (x,⇡1,⇡2) = E⇡

1
,⇡

2

x

" 1X

n=0

e�↵Tnr(x
n

, a
n

, b
n

)

#

= E⇡

1
,⇡

2

x

"
r(x0, a0, b0) +

1X

n=1

e�↵
Pn�1

k=0 ⇠k+1r(x
n

, a
n

, b
n

)

#

= E⇡

1
,⇡

2

x

"
r(x0, a0, b0) +

1X

n=1

n�1Y

k=0

e�↵⇠k+1r(x
n

, a
n

, b
n

)

#
,

(3.50)

where ↵ > 0 is the so-called discount factor.
In our case, we assume that {⇠

n

} is a sequence of i.i.d. random variables
with common exponential distribution with parameter � > 0. Moreover, we
suppose that the discount factor is a continuous function � : K ! [d,1) for
d > 0. Under this context, the index (3.50) takes the form

V (x,⇡1,⇡2) = E⇡

1
,⇡

2

x

"
r(x0, a0, b0) +

1X

n=1

n�1Y

k=0

e��(xn,an,bn)⇠k+1r(x
n

, a
n

, b
n

)

#
.

(3.51)
Hence, defining ↵̃ : K⇥ S ! (0, 1) as

↵̃(x, a, b, ⇠) = e��(x,a,b)⇠,

where S = (0,1), then the performance index (3.51) takes the form (3.8).
Observe that the function ↵̃ satisfies the Assumption 3.5.2 (d). Indeed, ↵̃ is

continuous and

↵
✓

(x, a, b) = �

Z 1

0
e��(x,a,b)se��sds =

�

�+ �(x, a, b)
 �

�+ d
.

Thus

↵⇤  �

�+ d
< 1.



Appendix A

Miscellaneous results

A.1 Lower semicontinuous functions

Definition A.1.1. Let X be a metric space and v a function from X to R[{1}
such that v(x) < 1 for at least one point x 2 X. v is said to be

• Lower semicontinuous (l.s.c.) at x 2 X if

lim inf
n!1

v(x
n

) � v(x)

for any sequence {x
n

} in X that converges to x. The function is called
lower semicontinuous (l.s.c.) if it is l.s.c. at every point of X.

• Upper semicontinuous (u.s.c.) at x 2 X if

lim sup
n!1

v(x
n

)  v(x)

for any sequence {x
n

} in X that converges to x. Similarly, the function
is called upper semicontinuous (u.s.c.) if it is u.s.c. at every point of X.

The following result is immediate.

Proposition A.1.2. Let X be a metric space. A function v : X ! R is u.s.c.
at x 2 X, if and only if, the function �v is l.s.c. at x. Moreover, v is continuous
if and only if v is both l.s.c. and u.s.c.

Let L(X) be the family of all the functions on X that are l.s.c. and bounded
below.

Proposition A.1.3. v is in L(X) if and only if there exists a sequence of
continuous and bounded functions v

n

on X such that v
n

" v.

Proposition A.1.4. Let X be a compact metric space and f : X ! R[ {1} a
l.s.c. function. Then the function f attains its minimum value at some x0 2 X,
that is, f(x0)  f(x) for all x 2 X. Further, the set of points where f attains
its minimum value is compact.

Similarly, for an u.s.c. real-valued function f defined on a compact space X,
the set of points for which the maximum is attained is nonempty and compact.

42



A.2 Basic integration theorems

For proofs of the following three theorems, A.2.1– A.2.3, see theorems 1.5.4 –
1.4.6 in [3], pp. 25-26.

Theorem A.2.1 (Fatou’s lemma). If f
n

� 0 then

lim inf
n!1

Z
f
n

dµ �
Z

(lim inf
n!1

f
n

)dµ.

Theorem A.2.2 (Monotone convergence theorem). If f
n

� 0 and f
n

" f then

Z
f
n

dµ "
Z

fdµ.

Theorem A.2.3 (Dominated convergence theorem). If f
n

! f a.e., |f
n

|  g
for all n, and g is integrable, then

Z
f
n

dµ !
Z

fdµ.

A.3 Banach’s fixed point theorem

Definition A.3.1. Let (S, d) be a metric space . A map T : S ! S is called a
contraction if there is a number 0  ⌧ < 1 such that

d(Ts1, T s2)  ⌧d(s1, s2)

for all s1, s2 2 S. In this case ⌧ is called the modulus of T .

For a proof of the following Proposition see Theorem 5.1-2 in [9], pp. 300-
302.

Proposition A.3.2 (Banach’s Fixed Point Theorem). A contraction map
T on a complete metric space (S, d) has a unique fixed point s⇤. Moreover,
d(Tns, s⇤)  ⌧nd(s, s⇤) for all s 2 S, n = 0, 1, . . ., where ⌧ is the modulus of T ,
and Tn := T (Tn�1) for n = 1, 2, . . ., with T 0 := I (the identity).

A.4 Fan’s minimax theorem

Definition A.4.1. Let f be a real-valued function defined on the product set
X⇥Y of two arbitrary sets X, Y (not necessarily topologized). f is said to be

(a) convex on X if for any two elements x1, x2 2 X and number ↵ 2 [0, 1],
there exists an element x0 2 X such that

f(x0, y)  ↵f(x1, y) + (1� ↵)f(x2, y), y 2 Y;

(b) concave on Y if for any two elements y1, y2 2 Y and number ↵ 2 [0, 1],
there exists an element y0 2 Y such that

f(x, y0) � ↵f(x, y1) + (1� ↵)f(x, y2), x 2 X.



Theorem A.4.2 (Ky Fan’s Minimax Theorem). Let X and Y be two compact
Hausdor↵ spaces, and f a real valued-function defined on X⇥Y. Suppose that,
for every y 2 Y, f(·, y) is l.s.c. on X; and for every x 2 X, f(x, ·) is u.s.c. on
Y. Then:

(i) The equality
min
x2X

max
y2Y

f(x, y) = max
y2Y

min
x2X

f(x, y) (A.1)

holds, if and only if the following condition holds: For any two finite sets
{x1, x2, . . . , xn

} ⇢ X and {y1, y2, . . . , ym} ⇢ Y, there exist x0 2 X and
y0 2 Y such that

f(x0, yk)  f(x
i

, y0) (1  i  n, 1  k  m).

(ii) In particular, if f is convex on X and concave on Y, then (A.1) holds.



Appendix B

Borel spaces, stochastic
kernels and multifunctions

B.1 Borel spaces and stochastic kernels

A topological space will always be endowed with the Borel �-algebra B(X), that
is, the smallest �-algebra of subsets of X that contains all of the open sets in
X. Thus, for sets or functions, “mesurable” means “Borel-measurable”.

A Borel subset X of a complete and separable metric space is called a Borel
Space, and its �-algebra is denoted by B(X). A Borel subset of a Borel space
is itself a Borel space.

Definition B.1.1. Let X and Y be Borel spaces.A stochastic kernel on X given
Y is a function Q(·|·) such that

(a) Q(·|y) is a probability measure on X for each fixed y 2 Y, and

(b) Q(X|·) is a measurable function on Y for each fixed X 2 B(X).

The set of all stochastic kernels on X given Y is denoted by P(X|Y).

Definition B.1.2. The stochastic kernel Q 2 P(X|Y) is said to be

(a) weakly continuous (or that it satisfies the Feller property) if the function

y !
Z

v(x)Q(dx|y) (B.1)

is continuous and bounded on Y for each continuous and bounded function
v on X;

(b) strongly continuous (or that it satisfies the strong Feller property) if the
function in (B.1) is continuous and bounded on Y for each bounded func-
tion v on X.

The following proposition is a consequence of Theorem 16 in [15, p. 89]
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Proposition B.1.3. Let g and g
n

, n = 1, 2, . . ., be integrable functions such
that g

n

! g almost everywhere. Then

Z
|g

n

� g| ! 0

if and only if
R
|g

n

| !
R
|g|. In particular, if g and g

n

are probability density
functions, then the stated result is known as She↵é’s Theorem.

Proposition B.1.4 (Theorem of C. Ionescu Tulcea). Let X0,X1, . . . be a se-
quence of Borel spaces and, for n 2 N0, define Y

n

:= X0 ⇥ · · · ⇥ X

n

and
Y :=

Q1
n=0 Xn

. Let ⌫ be an arbitrary probability measure on X0 and, for every
n 2 N0, let Pn

2 P(X
n+1|Yn

). Then there exists a unique probability measure
P
⌫

on Y such that, for every measurable rectangle B0 ⇥ · · ·⇥B
n

in Y

n

,

P
⌫

(B0 ⇥ · · ·⇥B
n

) =

Z

B0

⌫(dx0)

Z

B1

P0(dx1|x0)

Z

B2

P1(dx2|x0, x1)

· · ·
Z

Bn

P
n�1(dxn

|x0, . . . , xn�1).
(B.2)

Moreover, for any nonnegative measurable function u on Y, the function

x 7!
Z

u(y)P
x

(dy)

is measurable on X0, where P
x

stands for P
⌫

when ⌫ is the probability concen-
trated at x 2 X0.

B.2 Probability Measures on Borel Spaces

Let X and Y be Borel spaces with Borel �-algebras B(X) and B(Y), respec-
tively. We denote the family of all probability measures on X by P(X).

Definition B.2.1. Let µ be a probability measure on X⇥Y, we denote by µ1

the marginal (or projection) of µ on X, i.e.,

µ1(X) := µ(X ⇥Y), 8 X 2 B(X).

Proposition B.2.2 (Corollary 7.27.2 in [1, p. 139]). Let X and Y be Borel
spaces and let µ 2 P(X ⇥Y). Then there exists a Borel-measurable stochastic
kernel '(dy|x) on Y given X such that

µ(X ⇥ Y ) =

Z

X

'(Y |x)µ1(dx) 8 X 2 B(X), Y 2 B(Y),

where µ1 is the marginal of µ on X.

Proposition B.2.3. Let f be a non-negative F-measurable function. Then
there exists a sequence of simple F-measurable functions {s

n

} such that 0 
s1  . . .  s

n

 s
n+1  . . . and lim

n!1 = f .



B.2.1 Convergence of Probability Measures

We assume that P(X) is endowed with the weak topology, which is induced by
the weak convergence of measures defined as follows.

Definition B.2.4. Let µ and µ
n

, n � 1, be probability measures on X. µ
n

converges weakly to µ (which we write as µ
n

w! µ) if

Z
vdµ

n

!
Z

vdµ as n ! 1 (B.3)

for every continuous and bounded function v on X.

Proposition B.2.5. If X is a Borel space, then so isP(X). Moreover, if X is
compact, then P(X) is also compact.

Using Proposition A.1.3, one can easily prove the next result:

Proposition B.2.6. If µ
n

w! µ and v : X ! R is l.s.c. (see Definition A.1.1)
and bounded below, then

lim inf
n!1

Z
vdµ

n

�
Z

vdµ.

B.3 Multifunctions and Selectors

Let X and A be (nonempty) Borel spaces.
A multifunction (also known as a correspondence or set-valued map-

ping)  from X to A is a function such that  (x) is a nonempty subset of A
for all x 2 X. A single-valued mapping  : X ! A is an example of a multi-
function. The graph of the multifunction  is the subset of X ⇥A defined as

Gr( ) := {(x, a)|x 2 X, a 2  (x)}. (B.4)

In this work, we write  (x) as A(x) (B(x)).

For every subset A of A, let

 �1(A) := {x 2 X| (x) \A 6= ;}

Definition B.3.1. A multifunction  from X to A is said to be

(a) Borel-measurable if  �1(G) is a Borel subset of X for every open set
G ⇢ A;

(b) upper semicontinuous (u.s.c.) if  �1(F ) is closed in X for every closed
set F ⇢ A;

(c) lower semicontinuous (l.s.c.) if  �1(G) is open in X for every open set
G ⇢ A;

(d) continuous if it is both u.s.c. and l.s.c.



Let  be a Borel-measurable multifunction from X to A, we denote by F
the set of measurable functions f : X ! A with f(x) 2  (x) for all x 2 X. A
function f 2 F is called a measurable selector of the multifunction  .

Let M : X ! Y be a correspondence, we define the correspondence � : X !
P(Y) by

�(x) := P(M(x)), x 2 X.

Theorem B.3.2 (Measurable Selection Theorem). Let X and Y be Borel
spaces,  : X ! Y be a correspondence with nonempty compact values and
suppose that the function u : Gr( ) ! R is Borel-measurable such that u(x, ·) is
u.s.c. on  (x) for each x 2 X. Then, there exists a Borel-measurable selector
f : X ! Y for each  such that

u(x, f(x)) = max
y2 (x)

u(x, y) para cada x 2 X.

Moreover, if u is l.s.c. on  (x) for each x 2 X, then there exists a measurable
selector g : X ! Y for ' such that

u(x, g(x)) = min
y2 (x)

u(x, y) for each x 2 X,

and the function v defined by v(x) = min
y2 (x)

u(x, y) is Borel-measurable.



Appendix C

Conditional expectation

Let (⌦,F , P ) be a probability space, G a sub-�-algebra of F , and ⌘ a F-
measurable random variable. If ⌘ is P -integrable, then the conditional expecta-
tion of ⌘ given G, denoted by E(⌘|G), is any function u on ⌦ such that

(i) u is G-measurable, and

(ii)

Z

G

udP =

Z

G

⌘dP for every G 2 G.

If C is an event in F , the conditional probability of C given G is defined as
P (C|G) := E(I

C

|G), where I
C

is the indicator function of C.
If G is a �-algebra generated by a collection {g

t

, t 2 T} of measurable func-
tions, that is, G = �{g

t

, t 2 T}, we usually write E(⌘|g
t

, t 2 T ) instead of
E(⌘|G).

Of course, the conditions (i) and (ii) above determine u only up to a P -null
set in G. However, in relationships involving conditional expectations, we will
usually omit the qualifying “P -almost surely”, since by u = E(⌘|G) we simply
mean that u satisfies (i) and (ii).

Proposition C.0.1. Let ⌘ and ⌘0 be P -integrable random variables on (⌦,F , P )
and G and G0 sub-�-algebras of F .

(a) If ⌘ is a constant k, then E(⌘|G) = k;

(b) E(⌘ + ⌘0|G) = E(⌘|G) + E(⌘0|G);

(c) E[E(⌘|G)] = E(⌘);

(d) If ⌘ is G-measurable then E(⌘⌘0|G) = ⌘E(⌘0|G); In particular, E(⌘|G) = ⌘;

(e) If G ⇢ G0, then

E[E(⌘|G)|G0] = E[E(⌘|G0)|G] = E(⌘|G);

(f) If ⌘
n

� 0 and ⌘
n

" ⌘, then E(⌘
n

|G) " E(⌘|G)

(g) If ⌘
n

� 0, then E(
1X

n=1

⌘
n

|G) =
1X

n=1

E(⌘
n

|G).
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