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Resumen

Los cúmulos de metales de transición han demostrado ser materiales novedosos, ofre-
ciendo importantes ventajas sobre los catalizadores convencionales en numerosos proce-
sos catalíticos, como la transformación de dióxido de carbono en metanol. En esta tesis,
se ha llevado a cabo un estudio computacional de las propiedades físicas y químicas de
cúmulos bimetálicos subnanométricos. El estudio se realizó mediante la combinación
de cálculos de la Teoría del Funcionales de la Densidad (DFT) y del algoritmo de opti-
mización global Basin-Hopping (BH). En particular, se analizaron tres tipos de cúmulos
bimetálicos: Cu-Pt, Cu-Au y Re-Pt. También se investigó la adsorción de moléculas
pequeñas, específicamente CO2 y H2, en cúmulos de Cu-Pt y Cu-Au en fase gaseosa. De
este estudio se encontró que los cúmulos Cu-Pt bimetálicos son excelentes candidatos
para las reacciones que involucran la activación de moléculas de H2 o CO2. Los cúmulos
de Re-Pt se estudiaron tanto en fase gas como soportados en una superficie prístina
de γ-Al2O3 (100), en tamaños desde los dos hasta seis átomos. El análisis de sus
propiedades estructurales, energéticas y electrónicas reveló que los cúmulos bimetálicos
de Re-Pt muestran una mayor estabilidad en comparación con los monometálicos de Re
o Pt. Dado que los procesos catalíticos se producen a temperaturas elevadas, se estudió
la fluxionalidad de los cúmulos de Re-Pt en fase gaseosa empleando la probabilidad de
ocupación de sus isómeros. Los cúmulos de Re-Pt soportados en γ-Al2O3 mostraron
tendencias estructurales similares a los en fase gaseosa y en acuerdo con resultados
experimentales previos. Por último, motivado por el elevado costo computacional que
supone realizar los cálculos para los cúmulos soportados, se exploró el uso de técnicas
de aprendizaje automático o machine learning (ML). Para este fin, se empleó el método
symmetric Gradient-Domain Machine Learning (sGDML) para estudiar los átomos de
Pt y Pd soportados en un sustrato prístino de MgO (100). También utilizando sGDML,
se calculó la difusividad de H en Pd en bulto en función de la temperatura y los valores
obtenidos coinciden en gran medida con mediciones experimentales.

Palabras clave: cúmulos, optimización global, teoría de funcionales de la densidad,
catálisis, adsorción, fluxionalidad, óxidos metálicos, alumina, machine learning
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Abstract

Transition metal clusters have proven to be critical novel materials, offering major ad-
vantages over conventional catalysts in a range of value-added catalytic processes, such
as carbon dioxide transformation to methanol. In this thesis, a computational study
of the physical and chemical properties of subnanometer bimetallic transition metal
clusters was carried out. The study was performed using the combination of Density
Functional Theory (DFT) calculations and Basin-Hopping (BH) global optimization
algorithms. In particular, three types of bimetallic clusters were analyzed: Cu-Pt, Cu-
Au and Re-Pt. The adsorption mechanism of small molecules, namely CO2 and H2,
on gas-phase Cu-Pt and Cu-Au tetramer clusters was also investigated, and it revealed
the importance of considering the highly fluxional nature of transition metal clusters.
From this study, it was found that bimetallic Cu-Pt clusters are excellent candidates for
reactions which involve the activation of H2 or CO2 molecules. In the case of the Re-Pt
clusters, they were studied both in the gas-phase and supported on the pristine γ-Al2O3

(100) surface, and in sizes ranging from two up to six atoms. The analysis of their struc-
tural, energetic and electronic properties revealed that bimetallic Re-Pt clusters show
higher stability compared to monometallic Re or Pt clusters. As catalysis occurs at ele-
vated temperatures, the fluxionality of Re–Pt gas-phase clusters was explored in terms
of the isomer occupation probability. The γ-Al2O3-supported Re-Pt clusters displayed
structural trends similar to their gas-phase counterparts and in great agreement with
previous experimental findings. Finally, motivated by the high computational cost of
performing calculations for supported clusters, the use of machine learning (ML) tech-
niques was explored. The symmetric Gradient-Domain Machine Learning (sGDML)
method was employed to study single Pt and Pd atoms supported on a MgO (100)
pristine substrate. The diffusivity of H in bulk Pd as a function of the temperature was
also calculated using sGDML and the obtained values were in excellent agreement with
experimental measurements.

Keywords: clusters, global optimization, density functional theory, catalysis, ad-
sorption, fluxionality, metal oxides, alumina, machine learning
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Chapter 1

Introduction

The need to alleviate the effects of anthropogenic climate change has motivated the
research and development of new and more efficient materials to capture and store
atmospheric carbon dioxide (CO2), which can be hydrogenated to produce useful com-
pounds such as methanol (CH3OH) and methane (CH4) [1, 2]. One of the first steps in
the development and production of renewable hydrocarbons from CO2 is finding mate-
rials which are able to adsorb the molecules without hindering its capacity to react with
other molecules required in the process, such as H2. However, molecular adsorption is
a complex mechanism influenced by the nature of the adsorbent, the concentration of
adsorbates on the adsorbent, and the temperature of the surrounding environment [3].
For this reason, a combined effort of experiments and theoretical studies is required to
fully understand adsorption phenomena and design the best catalysts to convert CO2

into renewable fuels.

Among the most common catalysts used in a wide range of industrial processes—
including the hydrogenation of CO2—are those based on transition and noble metals
such as platinum, gold or rhenium [4–12]. Given their scarcity and high cost, it is highly
desirable to reduce the amount of material used without downgrading their catalytic
performance. Another critical issue with conventional catalysts employed to transform
CO2 into value-added chemicals is the thermal and kinetic stability of this greenhouse
molecule [13]. For these reasons, unconventional, novel, and more efficient catalysts
need to be developed. A promising solution to these problems is the use of highly
dispersed transition metal clusters supported on catalytically active metal oxides, such
as γ-Al2O3, TiO2 or CeO2. During the past years, these transition metal clusters have
been the subject of intense experimental and computational research efforts due to
their unique physical and chemical properties compared to their bulk counterparts[14–
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18]. Furthermore, using bimetallic clusters can offer additional catalytic enhancement
because of the synergy between the involved metal atoms[19–28]. Although small sup-
ported metal clusters offer better catalytic properties compared to larger nanoparticles
or extended surfaces, their tendency to coalesce greatly reduces their reactivity over
time [4]. Therefore, it remains a challenge to find combinations of supports and cluster
compositions, sizes and morphologies that offer the best balance between stability and
catalytic reactivity, activity and selectivity [29–33].

1.1 State of the art

Clusters are aggregates of atoms or molecules, whose sizes can range from only two
up to 106 particles. Metal clusters are an important kind of clusters because they are
employed in several catalytic processes. They can be classified as either monometal-
lic, when the constituent metal atoms are all identical, or multimetallic, when they
contain two or more chemical elements. Among the metal clusters, there are differ-
ent varieties depending on the elements they are made of: s-block metal clusters, with
delocalized and non-directional metallic bonding through the s orbitals; sp-metal clus-
ters, whose covalent bonding involves both the s and p orbitals; and transition metal
clusters, which have directional bonds involving the d orbitals and have a greater de-
gree of covalency [34]. The experimental generation of clusters can be divided into
four phases: vaporization, nucleation, growth and coalescence [34]. The first phase,
vaporization, is the production of atoms in the gas phase. There are several ways to
produce metal vapor: heat, pulsed-lasers, plasma, intense electrical discharges, bom-
bardment with high energy ions, etc. The next step is the nucleation, or condensation
of atoms to form cluster nuclei, followed by growth of those nuclei by the addition of
more atoms. Finally, the formed clusters can coalesce to form larger clusters. Alter-
natively, metal clusters can also be synthesized by chemical methods [4, 35]. After
the clusters have been generated, they can be characterized by a variety of experimen-
tal methods. The most appropriate techniques employed to characterize clusters will
depend on their composition, electric charge, magnetic properties and whether they
are in the gas-phase or supported on a surface. Gas-phase clusters can be studied by
mass spectrometry, UV-visible and IR spectroscopy, electron spin resonance and other
spectroscopic techniques. Measurements of surface-supported clusters are performed us-
ing common surface science techniques such as scanning tunneling microscopy (STM),
scanning electron microscopy (SEM), transmission electron microscopy (TEM), atomic
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force microscopy (AFM), X-ray diffraction (XRD), X-ray photoemission spectroscopy
(XPS), etc [34].

Catalysts are substances which increase the rate of a chemical reaction when added
to the reactants. They can be classified as either homogeneous, whose components are
in the same phase as the reactant, or heterogeneous, where the phase of the components
differs from that of the reactant. The components in heterogeneous catalysis are typi-
cally solid surfaces and reactants in the gas phase. A heterogeneous catalysis process
usually consists of three phases: adsorption, reaction and desorption. Adsorption refers
to the adhesion of atoms or molecules (the adsorbates) on a surface (the adsorbent).
Adsorption phenomena can be classified into physisorption, when the particles adsorb
via weak van der Waals forces, or chemisorption, when the adsorbates form covalent
bonds with the surfaces. Moreover, in the case of molecules, chemisorption can be
either non-dissociative when the adsorbate molecule remains intact after adsorption,
or dissociative when the molecule breaks up with the resulting atoms bonding to the
adsorbent surface. After the molecules have been adsorbed on the surface, chemicals
reactions can occur. The surface of a catalyst lowers the activation barrier to bond
breaking and stabilizes reaction intermediates which eventually proceed to form reac-
tion products. The activity of catalysts depends on the total catalyst surface area and
this is the reason why smaller particles show greater reactivity. For bulk transition
metals, chemical reactivity on their surfaces depends on the number and arrangement
of the d electrons. However, for finite-size clusters, reactivity is also dependent on the
number of atoms and their morphology. In structure sensitive reactions, the depen-
dence of catalytic activity on particle size is more complex, with certain critical sizes
being responsible for the catalysis process. Finding efficient bimetallic nanocatalysts
requires a rigorous analysis of both its geometric and electronic structure to understand
the interplay between the two metals and how they correlate with the observed phys-
ical properties and their chemical reactivity. Finally, after the reaction, the products
must be desorbed from the surface. For this reason, in a good catalyst, the molecular
adsorption must be strong enough to hold the reactants, but not too strong or else it
would inhibit the desorption process.

Computational methods are very powerful tools that can help us predict and de-
sign better catalysts, as well as explain previously known, but not well-understood,
phenomena related to catalysis. Together with experimental studies, computational
catalysis can helps us advance the development of more efficient catalysts with lower
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production costs. Modern computational schemes have contributed extensively in the
understanding of the effects of the interaction between clusters—both gas-phase and
supported—with small adsorbates such as O2, CO, CO2, ethylene and ethanol for exam-
ple [36–43]. Nevertheless, in order to simulate realistic catalytic processes it is required
to mimic, as much as possible, the experimental conditions of the actual catalyst [44–
47]. For instance, for a given chemical reaction it is necessary to investigate the bind-
ing mechanism between reactants and catalyst, considering the reciprocal effect of the
adsorbed molecules on cluster structure, as well as the consequences of this interplay
on the catalyst properties [48, 49].

In the case of clusters, previous studies have remarked the importance of extensively
exploring their potential energy surface (PES) to determine the putative lowest-energy
structures of these minuscule systems. This can be achieved by using global optimiza-
tion techniques, often combined with electronic structure methods such as density func-
tional theory (DFT). Density functional theory is one of the main workhorse methods
for electronic structure calculations [50, 51]. The use of first principle calculations—as
opposed to using classical or semi-empiric potentials—is especially important for small
transition metal clusters composed of heavy elements such as platinum or gold. For
these elements, the relativistic effects play a key role in determining the electronic and
geometric structures of small clusters [52]. These relativistic effects, as well as other
relevant phenomena such as dispersion forces or electron correlation effects, can be read-
ily incorporated in modern computational electron structure calculations. Nonetheless,
performing extensive ab initio explorations of the PES of bimetallic clusters supported
on realistic catalytic surfaces—which can require simulation cells of hundreds of atoms—
often demands enormous computational costs. In recent years, there has been intense
research efforts aiming to develop Machine Learning (ML) methods to perform cal-
culations with the same accuracy of ab initio calculations, but at a fraction of their
computational cost [53–75]. However, simulating surface-supported clusters using ML
still posses a considerable challenge due to their fluxional properties and the complex
structure of the supports [17, 76, 77].

1.2 Objectives and Goals

The main objective of this thesis is to understand how the composition, morphology and
the cluster-support interaction affect the adsorption properties of small molecules on
transition metals clusters. These questions will be answered by assuming the hypothesis
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that computational quantum chemistry tools can accurately predict the properties and
model the interactions of molecules, metal clusters and metal oxide supports.

The specific goals of this work are to:

• Comprehend the basic concepts of the Density Functional Theory and learn how
to apply it to solve specific problems.

• Use, modify and implement computational tools for the global exploration of
potential energy surfaces using algorithms such as Basin Hopping Monte Carlo.

• Find the global minima and low-energy isomers for CuxPty (x + y ≤ 10) metal
clusters.

• Investigate the effect of the cluster-support interaction on the structure of CuxPty
(x+ y ≤ 10) metal clusters.

• Obtain the optimal geometries of free and supported CuxPty (x+ y ≤ 10) metal
clusters interacting with a CO2 molecule.

• Calculate the activation and adsorption energies for each one of the cluster-
molecule systems considered, as well as some reactivity and stability descriptors.

• Propose new CuxPty-based metal cluster structures for the conversion of CO2 into
methanol.

• To analyse the interactions between clusters and oxide substratres, the case of
bimetallic Pt-Re clusters on γ-Al2O3.

• To explore machine-learning (ML) implementations to describe materials at the
nanoscale.

• Motivate new experiments to characterize the interaction of CO2 with metal clus-
ters and compare the experimental results with the predictions obtained here.

1.3 Structure

This study was divided in three sections. The first section is based on the investigation
of the adsorption mechanisms of CO2 and H2 on gas-phase copper-based bimetallic clus-
ters. The main motivation for this study is understanding which characteristics—such
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as composition, geometry or electronic properties—make the best clusters for molecu-
lar adsorption of CO2 and H2. Another purpose of this part is trying to explain the
adsorption mechanisms of small molecules on bimetallic clusters, particularly on those
composed of transition and noble metals.

The second section is based on the study of small bimetallic Re-Pt clusters, both
in the gas-phase and supported on γ-Al2O3. In this part, a global optimization scheme
was used to explore the PES of those clusters and find their low-lying isomers. Sev-
eral structural and electronic properties of those clusters are analysed with the aim of
finding their most stable structures. The effects of the temperature on the relative oc-
cupation probabilities of each isomer were calculated for the gas-phase clusters. In the
case of γ-Al2O3-supported clusters, the binding mechanisms of the metal atoms with
the surface are also explored.

In the final section, the application of machine learning techniques to the study of
atoms supported on magnesium oxide (MgO) is presented. This study showcases the
potential of using ML to accelerate computational catalysis by providing force fields
with the accuracy of ab initio calculations, but at a fraction of the cost and with high
re-usability. Although only supported single atoms are explored in this part, this is
one of the first ML studies for complex materials and it is just the first step towards
developing ML potentials for clusters supported on catalytic-relevant substrates such
as metal oxides.
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Chapter 2

Theory

2.1 The Potential Energy Surface

The potential energy surface (PES) of a collection of atoms defines the potential felt
by their nuclei as a function of the positions of those atoms. Exploring the PES of
a particular system can give us insight into the most stable geometries or the most
favorable reaction pathways.

The PES characteristics depend on the level of theory employed to compute the
interatomic potential. Different levels of theory can give raise to completely different
PES. Figure 2.1 shows the difference between the PES of the Au3 trimer as obtained
with two different levels of theory. By using a semi-empirical potential, the predicted
global minima of Au3 is a perfect equilateral triangle. This potential also suggest the
existence of a high energy isomer with a linear structure. In contrast, using DFT to
calculate the PES of Au3 suggest that the GM is a triangular cluster with an obtuse
Au-Au-Au angle. At this level of theory, the equilateral triangle is a meta-stable iso-
mer 0.11 eV higher in energy that the GM. In this case, the linear cluster is no longer
a minima of the PES, but a transition state structure. The geometries predicted by
DFT are in closer agreement with experiments [52] than those obtained by using semi-
empirical potentials. These results illustrate the importance of choosing the correct
level of theory for the study of clusters.

The most stable geometries of molecules, clusters and any material are those in
which the forces acting upon their nuclei vanish. So in order to find those structures,
we need a recipe to calculate the interatomic forces. We can compute those forces by
solving the many-body Schrödinger equation for the nuclei (2.11) directly, but this is
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Figure 2.1: PES of a Au3 cluster as calculated using: (a) a semi-empirical potential and (b)
DFT.

computationally too expensive for most but the simplest molecules. Instead, we will
approximate the nuclei as classical particles. This approximation for the nuclei is widely
used to calculate the atomic forces and yields accurate results for most elements [50].
Defining the effective potential for the nuclei U(R) as the sum of the electronic energy
Ee(R) and the electrostatic repulsion between nuclei,

U(R) =
e2

4πϵ0

M∑
I<J

ZIZJ

|RI −RJ |
+ Ee(R), (2.1)

where e is the elementary charge, ϵ0 is the vacuum permittivity, ZI is the atomic
number of nucleus I and RI are the coordinates of the same nucleus. The corresponding
equation of motion for the I-th nucleus is

mI
d2RI

dt2
= FI , (2.2)

where FI = −∇IU(R) is the force acting upon nucleus I. The force term corresponding
to the electronic energy Ee(R) can be calculated by taking advantage of the Hellmann-
Feynman theorem. From this theorem, it can be shown that only the nuclei positions
and the corresponding ground-state electron density are needed to compute the atomic
forces [50, 78]. The effective potential thus defines the PES of the system which is being

15



studied.

2.2 Electronic Structure Calculations

Density functional theory (DFT) is one of the main workhorse tools in computational
chemistry and materials science. It has been used extensively to predict the electronic,
structural, vibrational, optical, magnetic and other properties of a wide variety of sys-
tems, from small organic molecules to complex extended materials. In the particular
case of clusters, it has been successfully applied to the study of gas-phase clusters of
diverse compositions including carbon, organic and inorganic compounds, and metals
from all groups of the periodic table. It has also been employed to shed light on the
interaction of clusters with metal oxide surfaces, 2D materials such as graphene, among
other substrates. These previous studies have shown the wide applicability of DFT to
the study of metal clusters.

2.2.1 The Many-Body Schrödinger Equation

For a system consisting of N electrons with coordinates r1, r2, ..., rN and M nuclei
with coordinates R1, R2, ..., RM , the corresponding Hamiltonian is

Ĥ = T̂elec + T̂nuclei + V̂ (r,R). (2.3)

The first two terms in the right-hand side of equation (2.3) are the respective kinetic
energy operators for the electrons and nuclei:

T̂elec = −
N∑
i=1

ℏ2

2me
∇2

i and T̂nuclei = −
M∑
I=1

ℏ2

2mI

∇2
I , (2.4)

where mI is the rest mass of each nucleus I. The subscript i denotes derivatives respect
to the electronic coordinates, while the I indicates derivatives respect to the nuclear co-
ordinates. The operator V̂ (r,R) contains the Coulomb potentials corresponding to the
repulsion between electrons, the repulsion between nuclei, and the attraction between
electrons and nuclei:

V̂ (r,R) =
e2

4πϵ0

[
N∑
i<j

1

|ri − rj|
+

M∑
I<J

ZIZJ

|RI −RJ |
−

N∑
i=1

M∑
I=1

ZI

|ri −RI |

]
. (2.5)
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Using Hartree atomic units allows us to simplify the notation and write more elegant
equations. In these units, the masses are measured in units of the electron mass me,
the distances in units of the average electron orbital radius a0 of the H atom in its
fundamental state, and the energies in units of the Coulomb energy for an electron-
proton pair separated by a distance a0, EHa:

EHa =
e2

4πϵ0a0
, (2.6)

where ’Ha’ stands for Hartree. Using the Hartree atomic units, the many-body time-
independent Schrödinger equation for the systems can be written as:[

−
N∑
i=1

1

2
∇2

i −
M∑
I=1

1

2mI

∇2
I+

N∑
i<j

1

|ri − rj|

+
M∑
I<J

ZIZJ

|RI −RJ |
−

N∑
i=1

M∑
I=1

ZI

|ri −RI |

]
Ψ = EtotΨ. (2.7)

For all but the simplest systems, solving equation (2.7) directly poses a problem so
complex that it exceeds the modern computational power [50]. Thus, some approxima-
tions must be done to get solutions in a reasonable time. Given that nuclei are much
heavier than electrons, with the mass of a proton alone being 1836 times the electron
mass, we can assume that the motion of nuclei and electrons in molecules can be de-
coupled. This is known as the Born-Oppenheimer or adiabatic approximation [50, 79].
Under this approximation, the total wavefunction Ψ can be expressed as the product
of an electronic wavefunction and a nuclear wavefunction,

Ψ(r,R) = ψR(r;R)ϕ(R), (2.8)

where ψR(r;R) is the electronic wavefunction with the nuclei positions as parameters,
and ϕ(R) is the nuclear wavefunction. This decoupling of the electronic and nuclear
wavefunctions allows us to separate equation (2.7) into two equations, one for the
electrons and one for the nuclei. To achieve this, we substitute (2.8) into (2.7) and
divide by ψR(r;R)ϕ(R),

− 1

ψR(r;R)

N∑
i=1

1

2
∇2

iψR(r;R) +
N∑
i<j

1

|ri − rj|
−

N∑
i=1

M∑
I=1

ZI

|ri −RI |

− 1

ϕ(R)

M∑
I=1

1

2mI

∇2
Iϕ(R) +

M∑
I<J

ZIZJ

|RI −RJ |
− Etot = 0,

(2.9)
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where we have neglected derivatives of the electronic wavefunction with respect to nu-
clear coordinates, and derivatives of the nuclear wavefunction with respect to electronic
coordinates. Applying separation of variables leads to a pair of equations, one of them
describing the electronic states,[

−
N∑
i=1

1

2
∇2

i +
N∑
i<j

1

|ri − rj|
−

N∑
i=1

M∑
I=1

ZI

|ri −RI |

]
ψR(r;R) = Ee(R)ψR(r;R), (2.10)

and another one describing the nuclear states,[
−

M∑
I=1

1

2mI

∇2
I +

M∑
I<J

ZIZJ

|RI −RJ |
+ Ee(R)

]
χ(R) = Etotχ(R). (2.11)

The term Ee(R) is the electronic energy as a function of the nuclear coordinates. Al-
though decoupling the many-body Schrödinger equation has simplified the problem
significantly, the solutions for the equations (2.10) and (2.11) remain too complex for
most systems. Therefore, we will focus on solving the electron-only equation (2.10)
under the framework of the density functional theory (DFT).

2.2.2 The Density Functional Theory

The central variable of the DFT method is the electron density n(r), which gives us
the probability of finding any electron at position r, while the other electrons have
arbitrary positions [50, 80]. The use of n(r) to describe our N -electron system instead
of the electronic wavefunction ψR reduces the number of coordinates involved from 3N

to only three. To obtain the expression for the electron density, we must first consider
the probability of finding an electron i at r, when the rest of the electrons can be
anywhere, which is given by:

P (ri = r) =

∫
· · ·

∫
|ψR|2

N∏
j ̸=i

drj, (2.12)

where ψR is a function of all the electron coordinates with the nuclei positions as
parameters, and the integral is over all the coordinates, except rj. Therefore, the
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electron density n(r) is the sum of the probabilities P (ri = r) for all N electrons, i.e.

n(r) =
N∑
i

P (ri = r)

= N

∫
|ψR|2dr2 · · · drN . (2.13)

From (2.13) it can be seen that integrating the electron density yields the total number
of electrons N .

2.2.3 The Hohenberg-Kohn Theorem

Hohenberg and Kohn built the foundations of DFT by applying the variational princi-
ple to the study of the homogeneous gas of interacting electrons [80, 81]. They demon-
strated that the many-body ground-state energy is a unique functional of the electron
density. To prove this theorem, let us consider a system of N electrons in an external
potential Vn(r). It can be shown by a reductio ad absurdum that two different exter-
nal potentials cannot lead to the same ground-state electron density. Therefore, Vn is
uniquely determined by the electron density. Furthermore, the external potential de-
fines the wavefunction of the system, which in turn determines the total energy. Hence,
the total ground-state energy of the system is uniquely determined by n(r), i.e.

E = F [n(r)], (2.14)

where F [n(r)] is a universal functional. For all the allowed electron densities, the energy
functional reaches its minimum only for the ground-state electron density n0(r) [50, 80,
81], which can be expressed as:

δF

δn

∣∣∣∣
n0

= 0, (2.15)

where the δ denotes the functional derivative.

2.2.4 The Kohn-Sham Equations

While the Hohenberg-Kohn theorem establishes a strong theoretical foundation to study
many-electron systems, it does not provide a way to compute the aforementioned func-
tional. Kohn and Sham proposed to approximate the real system of interacting electrons
with a fictitious system of non-interacting electrons with electron density n(r), moving
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Figure 2.2: Flowchart for the self-consistent solution to the Kohn-Sham equations.

in a effective potential [80, 82]. Under this scheme, the energy functional is broken
down in the form

E[n(r)] =

∫
Vext(r)n(r)dr+

1

2

∫
n(r)n(r′)

|r− r′|
drdr′ + Ts[n(r)] + Exc[n(r)]. (2.16)

The first term in the right-hand side of equation (2.16) corresponds to the external
potential and the second term is the classical Coulomb energy. Ts[n(r)] is the kinetic
energy of the fictitious system, and Exc[n(r)] contains the exchange and correlation
energy of the real system.

For the fictitious system of non-interacting electrons, we can express the electron
density as the sum of the individual probabilities of finding each electron at position r,

n(r) =
N∑
i=1

|ϕi(r)|2, (2.17)

where ϕi(r) are the Kohn-Sham wavefunctions of each electron. Applying the Hohenberg-
Kohn variational principle (2.15), subject to the orthonormality constraints of the wave-
functions ϕi(r), leads to the system of N one-electron Schrödinger equations known as
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the Kohn-Sham equations[
−1

2
∇2 + Vext(r) + VH(r) + Vxc(r)

]
ϕi(r) = ϵiϕi(r), (2.18)

where VH(r) is the Hartree potential [50, 80], given by:

VH(r) =

∫
n(r′)

|r− r′|
dr′, (2.19)

and Vxc(r) is the exchange and correlation (xc) potential,

Vxc(r) =
δExc

δn
. (2.20)

The potentials VH(r) and Vxc(r) both depend on the electron density, which in turn
is a function of the Kohn-Sham orbitals ϕi(r). However, to calculate ϕi(r) we must solve
the equations 2.18, which are subject to VH(r) and Vxc(r). To overcome this problem,
the Kohn-Sham equations are computationally solved in a iterative self-consistent field
loop (SCF) as shown in Figure 2.2.

2.2.5 Basis sets

In practice, the Kohn-Sham orbitals ϕi(r) are usually expressed in terms of basis sets.
Two of the main formulations used are the linear combination of atomic orbitals (LCAO)
and the plane-wave expansion. In the LCAO approach, the Kohn-Sham orbitals are
expressed as combinations of orbitals χj(r) centered at the atomic nuclei:

ϕi(r) =
∑
i

cijχj(r). (2.21)

The basis functions χj(r) are commonly modelled using analytical functions such as
Gaussian-type orbitals (GTO) or Slater-type orbitals (STO), or by numerical functions.
Each representation has its advantages and disadvantages. Since STOs are solutions to
the Schrödinger equation for hydrogen-like atoms, they provide a more accurate repre-
sentation of the atomic orbitals near the nucleus. Meanwhile, GTOs offer a computa-
tional advantage as the product of two different GTOs is a linear combination of GTOs
centered on a point along the axis connecting the centers of the former. Gaussian-type
orbitals can also be used to approximate Slater-type orbitals. The resulting basis set
are denoted by STO-nG, where n is the number of GTOs used to represent each STO.
Considering that valence electrons are largely responsible for the molecular bonding, it
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is common to represent valence orbitals by using two or more basis functions. Basis
sets which incorporate this feature are called double-ζ, triple-ζ, and so on, depending
on the number of basis functions used for the valence orbitals.

Another method commonly used to represent the Kohn-Sham orbitals is by using
plane-waves (PWs). This approach arises from the Bloch’s theorem which states that
the wavefunctions of a system in a periodic potential can be expressed as

ϕi(r) = eik·rui(r), (2.22)

where ui(r) is a periodic function with the same periodicity as the cell and k is the
wave vector. We can express ui(r) in terms of plane-waves where the reciprocal lattice
vectors G are the wave vectors. These vectors G are subject to the periodicity constraint
G ·R = 2πn, where R are the real space lattice vectors and n is an integer. As a result,
the Kohn-Sham orbitals can be expanded into an infinite sum of plane-waves as

ϕi(r) =
1

Ω

∑
G

ũi(k+G)ei(k+G)·r, (2.23)

where Ω is the volume of the periodic cell. In practice, only a reduced set of plan-waves
is used by choosing an appropriate cut-off energy value. One of the main advantages of
using PWs is that they are—unlike LCAO—independent of the positions of the atoms.
Their periodicity makes them ideal for extended, periodic systems such as clusters sup-
ported on metal oxides. Nonetheless, they are also suitable for isolated systems if the
cell used is large enough to minimize the interaction between periodic images.

2.2.6 Exchange and Correlation Functionals

In the Kohn-Sham scheme, the exchange and correlation functional is unknown and
must be approximated [50, 80, 82]. Over the past decades, numerous approaches have
been implemented to obtain a good approximation for the exchange and correlation
functionals. The simplest of them is the local density approximation (LDA) [50, 80, 83]
and can be expressed as:

ELDA
xc [n(r)] =

∫
n(r)ϵunifxc (n(r))dr, (2.24)
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where ϵunifxc [n(r)] is the exchange-correlation energy per particle of an homogeneous
electron gas with density n(r) at point r. In this case, the exchange-correlation en-
ergy is approximated at each point as that of a homogeneous electron gas with the
same electron density of the real system at that point [83]. This approximation can
be generalized to include the electron spin, which is known as the local spin density
approximation (LSD), and is given by:

ELSD
xc [n↑, n↓] =

∫
n(r)ϵunifxc (n↑, n↓)dr. (2.25)

Further approximations incorporate contributions not only from the electron density,
but also from its gradient or its Laplacian [83]. When they include the gradient of the
electron density, they are known as generalized gradient approximations (GGA) [83],
whose functional form is

EGGA
xc [n↑, n↓] =

∫
n(r)f(n↑, n↓,∇n↑,∇n↓)dr, (2.26)

where f is a parametrized function of the electron density and its gradient. Exchange-
correlation approximations that incorporate the Laplacian of the electron density or the
kinetic energy are called meta-generalized gradient approximations (meta-GGA) [83].

So far, the approximations we have discussed have been local, since they depend
only on the local properties of the electronic density. When they include a percentage of
non-local Hartree-Fock exchange energy, they are called hybrid functionals [83]. Both
local functionals and hybrid functionals have advantages and disadvantages. Since ex-
act functionals must be non-local, the accuracy of local functionals may be lower than
that of hybrid functionals for some systems, but local density functionals model tran-
sition metal bonds and vibrational frequencies more accurately [84] and have a lower
computational cost. Hybrid functionals can improve the accuracy of the calculations,
but they demand more computational resources.

In particular, the Perdew-Burke-Ernzerhof (PBE) GGA exchange-correlation func-
tional was chosen for all the calculations done in this work. The PBE-GGA functional
is parametrized using only fundamental constants, with no empirical parameters in-
volved [85]. This widely used functional has been shown to produce reliable results for
transition metals [86–90]. Given the PBE functional affordability in terms of computa-
tional cost—the number of homotops in a bimetallic cluster containing a number of NA
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and NB metal atoms increases as (NA + NB)! / NA! NB!—it allows us to thoroughly
explore the PES of gas-phase and supported bimetallic clusters with confidence.

Although DFT is accurate enough to provide acceptable predictions for structural
and cohesive properties of materials, it fails when it comes to predicting the electronic
bandgaps of semiconductors. A variety of approaches have been developed to overcome
this critical issue. One of these methods is the use of hybrid functionals, which can
reach relatively high accuracy at the expense of a much higher computational cost.
Another commonly used approach is the DFT+U correction, whose computational cost
is not much higher than that of normal DFT computations. The DFT+U method adds
a Hubbard correction (U ) to the functional which accounts for the on-site Coulomb
interaction of localized electrons [91, 92]. The value of U can be derived from first
principle calculations, but in practice it is usually fitted to experimental data [93]. The
use of DFT+U can be relevant when dealing with reducible metal oxides with narrow
bandgaps such as TiO2 or CeO2, which behave as semiconductors. In contrast, it might
not be necessary to include any correction if the calculations only involve non-reducible
metal oxides with large bandgaps like MgO or Al2O3 [93].

Another shortcoming of common local and hybrid GGA functionals is that they do
not account for the long-range electron correlations responsible for the van der Waals
(vdW) dispersive forces. These vdW interactions—together with electrostatic and
exchange-repulsion interactions—affect the configuration and orientation of molecules
on surfaces and thus cannot be ignored when studying molecular adsorption processes.
Commonly used implementations which incorporate the vdW dispersion corrections
into the Konh-Sham DFT formalism are those developed by Grimme (DFT-D) [94,
95], and Tkatchenko and Scheffler (TS) [96]. In this work, functionals derived from
DFT-D were employed to analyze the interaction of H2 and CO2 with Cu-based clus-
ters.

2.2.7 Pseudopotentials

Core electrons do not contribute directly to the bonding mechanisms between atoms.
Pseudopotentials replace the all-electron potentials with effective potentials which repli-
cate the screening effects of the core electrons. It can be seen from Figure 2.3 how the
all-electron wavefunction and its pseudo-wavefunction are nearly identical above a given
cutoff radius rc, even though they differ appreciably below rc. Using pseudopotentials—
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and thus reducing the electrons involved to the valence electrons only—can significantly
decrease the computational cost of electronic structure calculations. This reduction is
particularly important when used together with plane-wave basis sets. The rapid oscil-
lations of the wavefunctions in the core region would require impractically high energy
cutoff values. Pseudopotentials can also be used with LCAO basis sets, in this case they
are also referred to as effective core potentials. While LCAO basis functions can easily
reproduce the rapid oscillations in the core regions, the use of effective potentials can
reduce the computational cost compared the all-electron calculations. Another advan-
tage of pseudopotentials is that they can readily incorporate relativistic effects which
are crucial for heavy elements.

Figure 2.3: Schematic comparison of an all-electron potential and its wavefunction (dashed
lines) with their corresponding pseudopotential and pseudo-wavefunction (solid lines).
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Chapter 3

Methodology

The study of the adsorption of molecules on metal clusters in this study was performed
via a combination of DFT calculations and global optimization algorithms. The main
steps followed to achieve this task are described in Figure 3.1. The first step was
the exhaustive global exploration of the PES of the clusters considered, using DFT
to calculate the potential energy and the interatomic forces. The next step was to
place the molecules around the global minima clusters of each composition on every
non-equivalent adsorption site. Then the combined cluster and molecule systems were
locally relaxed at the DFT level. Finally, the properties of the lowest-energy structures
found were analysed using a variety of structural and energetic descriptors.

Explore the PES of metal clusters to 
find their lowest-energy geometries 

at the DFT level

Generate the structures of 
the adsorbate molecules 

from reference data

Place the molecules on all non-equivalent 
adsorption sites of each global minima 

cluster

Locally relax the combined systems to find 
their lowest-energy structures

Calculate their adsorption energies and 
other relevant properties

Locally relax the molecules 
using DFT to calculate the 

energies and forces

Figure 3.1: Flowchart for the procedure followed in this work to study the adsorption of
molecules on metal clusters.
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3.1 Geometry Optimization

3.1.1 Local Optimization

Finding the minima of the PES requires the use of optimization algorithms where U(R)

is the objective function. These algorithms can be broadly classified as local or global.
Local optimization algorithms are used to find the local or relative minima of a function
in a limited range. A brief summary of the most common algorithms will be provided
here. A more detailed description can be found in the literature [97]. The simplest
among these algorithms is known as steepest descent or gradient descent, where the
function is iteratively minimized by taking steps in the opposite direction of its gradi-
ent. In our particular problem, the negative gradient of the potential energy is equal to
the force. While this algorithm is very simple to implement, it might converge slowly
to the minima and require a large number of steps. This can be an inconvenience
since the Kohn-Sham equations must be solved at every step to compute the forces.
Hence, we will need more efficient algorithms to solve our optimization problem. Among
the algorithms commonly used for structure optimization are: quasi-Newton methods
such as the limited-memory Broyden-Fletcher-Goldfarb-Shanno (L-BFGS) [98]; those
based on molecular dynamics such as the Quick-Min Verlet method (QM) [97], the
damped-Verlet method [50], or the fast inertial relaxation engine (FIRE) method [99];
the conjugate gradients (CG) [100]; and the Berny algorithm [101].

The software packages—Gaussian 09 [102] and Quantum Espresso [103, 104]—used
in this work to perform DFT calculations employ different local optimization algorithms.
By default, Gaussian 09 uses the Berny algorithm, while optimizations in Quantum
Espresso can be done using either the BFGS or the QM Verlet algorithms. An example
of a minimal input file used to locally relax a Pt4 cluster in Gaussian 09 is given below:

% nprocshared=8

# pbepbe/sdd scf=(maxcycle=150) opt=(maxcycle=100)

Local minimization example of a Pt4 cluster

0 1 ! Charge (0) and spin multiplicity (1)

Pt 2.00 0.00 0.00

Pt -2.00 0.00 0.00

Pt 0.00 1.25 0.00

Pt 0.00 -1.25 0.00
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In the previous example, the calculations will be performed using the PBE functional
with the Stuttgart/Dresden triple-ζ LCAO basis set with relativistic effective core po-
tentials (SDD) [105]. The maxcycle keyword specifies the maximum number of either
self-consistent cycles (for scf) or optimization steps (for opt). The numbers before the
coordinates indicate that the cluster is neutral and is in a singlet state. The positions
of the atoms are given in cartesian coordinates, in Å. The equivalent input file used to
relax the same cluster in Quantum Espresso is as follows:

&control

calculation= ’relax’, ! Local optimization

pseudo_dir = ’/path/to/pseudopotential/files/’,

title = ’Local minimization example of a Pt4 cluster.’,

/

&system

ibrav= 1, ! Calculations will be performed in a cubic cell

A = 10.0, ! Lattice parameter of the cubic cell

nat = 4, ! Total number of atoms

ntyp = 1, ! Number of distinct elements involved

ecutwfc = 40.0, ! Kinetic energy cutoff (in Ry) for wavefunctions

ecutrho = 400.0, ! Kinetic energy cutoff (in Ry) for charge density

nspin = 2, ! The calculations will be spin-polarized

total_magnetization = 0, ! Total spin

/

&electrons

conv_thr = 1.0d-6, ! Convergence threshold for DFT self-consistent cycles

/

&ions

ion_dynamics = ’bfgs’, ! The BFGS algorithm will be used to optimize

/

ATOMIC_SPECIES

Pt 195.84 Pd.pbe-n-rrkjus_psl.1.0.0.UPF ! Element Atomic_mass Pseudopotential
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K_POINTS {gamma}

ATOMIC_POSITIONS {angstrom}

Pt 2.00 0.00 0.00

Pt -2.00 0.00 0.00

Pt 0.00 1.25 0.00

Pt 0.00 -1.25 0.00

Since Quantum Espresso uses PW basis-sets, we must place the cluster in a simulation
cell large enough to minimize the interaction between its periodic images. In this case,
the cell is a cube of side 10.0 Å. In contrast to Gaussian, in Quantum Espresso the spin
state is specified by setting the total spin (S) and not the multiplicity (2S+1). The cal-
culations can also be spin-unrestricted if we use the keyword starting_magnetization

instead of total_magnetization. By doing so, Quantum Espresso will try to find the
optimal magnetization value which minimizes the electronic energy. The optimization
steps will be performed using the BFGS algorithm with default convergence criteria
(1.0× 10−3 a.u. for the forces, and 1.0× 10−4 a.u. for the energy). In this example, an
scalar relativistic ultra-soft pseudopotential for Pt will be used. By setting K_POINTS

the reciprocal space will be sampled at the Γ point only, an appropriate choice for iso-
lated systems such as gas-phase clusters or molecules.

3.1.2 Global Optimization

Global optimization refers to the problem of finding the absolute minimum or maximum
of a function in a given search space. In computational chemistry and materials science,
global optimization is used to find the most stable structures, which correspond to the
global minima of their PES. Numerous global optimization methods have been devel-
oped for the particular case of atomic clusters, such as simulated annealing (SA) [106],
Basin Hopping (BH) [79, 107], genetic algorithms (GA) [108], particle swarm optimiza-
tion (PSO) [109], etc. Genetic algorithms are part of a class of optimization techniques
inspired by the principles of natural evolution, known as evolutionary algorithms. In
the GA, an initial population of individuals—a set of different structures in the case of
clusters—evolves for a number of generations until the convergence criterion is reached.
The evolution of the population is achieved by using evolutionary operators including
mating, mutation and natural selection [108]. Particle swarm optimization algorithms
(PSO) are based on the behaviour of swarms. In this case, a population of candidate
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solutions (called particles) move in the search space guided by their best known local
solutions, but also by the best solution known by the whole population [109]. In the
Monte Carlo basin-hopping method, the PES is transformed into a set of staircases
with plateaus corresponding to the energy minima of the system. This transformation
is achieved by assigning the energy of the local minimum to every geometry that leads
to that particular minimum after a local optimization. The transformed PES (Ẽ(R))
is then given by:

Ẽ(R) = min[E(R)], (3.1)

where min indicates that a local optimization is performed starting from R. Figure 3.2
schematically represents this transformation for a one-dimensional PES.

Real PES
Transformed PES

Figure 3.2: Transformation of a one-dimensional PES into a set of staircases by using the
Basin Hopping algorithm.

The Monte Carlo BH algorithm is outlined in Figure 3.3. The first step is generating
an initial random configuration, which is relaxed using a local optimization algorithm
to get a first minimum with energy Eold. This minimum structure is perturbed by
randomly displacing its atoms, and the new configuration is then relaxed to find a new
minimum with energy Enew. The random displacement of the atoms is called the shake
or kick move. The new minimum is accepted if its energy difference with respect to
the old minimum ∆E = Enew − Eold satisfies the Metropolis criterion, i.e. if ∆E < 0

or if exp(−∆E/kT ) > R where 0 ≤ R ≤ 1 is a random number. The process is then
repeated using the new minimum as the starting configuration. For clusters composed
of two or more elements, the coordinates of two atoms of different elements can also be
swapped. This step is called exchange or swap move.

Compared to the GA or PSO methods, the BH algorithm only requires a single
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Figure 3.3: (Top) Schematic illustration of the Basin Hopping algorithm steps: (1) initial
random structure, (2) local optimization of the initial structure, (3) shake move and (4)
local optimization of the perturbed structure. (Bottom) Basin Hopping global optimization
algorithm flowchart.

initial structure, not a whole initial population of them. While generating a population
of small gas-phase cluster structures is computationally feasible, the same cannot be
said for clusters supported on substrates composed of tens or hundreds of atoms. For
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this reason, BH was the method of choice to explore the PES of both gas-phase and
supported metal clusters in this work.

Two different BH-DFT software were employed in the present work: one developed
by the group of Posada-Amarillas [110], coupled to Gaussian 09; the other one by Paz-
Borbón et al which uses Quantum Espresso as the DFT calculator [111]. The latter
is freely available at https://github.com/NanoCatalysis/Basin-Hopping. The key dif-
ference between these two implementations is that using Quantum Espresso—which
employes PW basis sets—allows us to explore the PES of both supported clusters as
well as those in the gas-phase.

3.2 Energetic and Structural Analysis

3.2.1 Stability descriptors

Numerous descriptors can be used to analyze the stability of metal clusters, such as
the binding energy Eb, the mixing energy ∆, the second difference in energy ∆2, or the
second difference in atom-evaporation energy ∆v

2 [112].

The average binding energy per atom Eb compares the total energy of the cluster
with the energy of its individual atoms. For a bimetallic cluster composed of elements
A and B, Eb is given by:

Eb(AnBm) = −Etot(AnBm)− nEtot(A)−mEtot(A)

N
, (3.2)

where N = m + n is the total number of atoms. To examine the relative stability of
monometallic clusters, the second difference in energy ∆2 and the stability function ∆v

2

were used. The former is given by:

∆2(N) = Etot(N − 1) + Etot(N + 1)− 2Etot(N), (3.3)

where Etot(N) is the total energy of the monometallic clusters of size N . The function
∆v

2 is expressed as:

∆v
2(N) = 2Ev(N)− Ev(N + 1)− Ev(N − 1) = ∆2(N)−∆2(N − 1), (3.4)
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where Ev(N) is the atom-evaporation energy of the cluster of size N . This stability
descriptor was proposed by Martínez and Alonso, and they found it correlated better
with the mass spectra of small carbon clusters [112].

The mixing energy of bimetallic clusters is used to analyze the effect of alloying,

∆(AnBm) = Etot(AnBm)−
nEtot(AN) +mEtot(BN)

N
, (3.5)

which compares the total energy of the bimetallic cluster with the total energies of the
most table monometallic clusters of the same size. The mixing energy takes negative
values when there is a favorable mixing, while positive values suggest demixing tenden-
cies [5].

During the study of molecule adsorption on gas-phase clusters, the adsorption energy
Eads is used to measure the interaction between the molecules and the clusters. The
adsorption energy was also used to analyze the bonding strength between the clusters
and the metal oxide substrates, and is given by

Eads = Eadsorbate + Eadsorbent − Etotal, (3.6)

where Eadsorbate, Eadsorbent, and Etotal are the total energies of the adsorbate, the adsor-
bent and the combined system, respectively. It must be noted that these total energies
are those of each system relaxed independently. Higher adsorption energy values indi-
cate stronger bonding between the adsorbate and the adsorbent.

While there can be multiple ways to analyse the nucleation and growth of clusters,
one of them is calculating the nucleation energy (Enucl) [113]. For a supported cluster,
Enucl is given by

Enucl = EclusterN/support + Esupport − EclusterN−1/support − Esingle-atom/support, (3.7)

and it is calculated using the total energies of the supported cluster of size N , of the
support, and of a single atom supported on the same substrate. The nucleation energy
represents the energy gained or lost when a single supported atom is combined with a
cluster of size N − 1 to form a larger cluster with N atoms. For monometallic clusters,
the single atom is of the same element as the cluster. In the case of bimetallic clusters,
the single atom can be of either of the metals that compose the cluster.
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3.2.2 Occupation probability

In realistic conditions atoms do not remain fixed at their equilibrium positions: they are
constantly moving. Molecules and clusters can translate, rotate, vibrate and even un-
dergo structural transitions between isomers. Subnanometer metal clusters in particular
have shown high degrees of fluxionality and an abundance of low-energy isomers [10,
36, 76, 77]. Considering these characteristics of metal clusters, how can we know if the
GM or some other isomer is the most common structure at a given temperature? This
question can be answered by computing the occupation probability of each isomer at
different temperatures. To calculate these probabilities, we will represent the isomers
of each cluster as an ensemble. Using the superposition approximation, we can express
the canonical partition function of the PES as the sum of the contributions of each local
minima [76, 77, 79]:

Z =
∑
k

Zk, (3.8)

where Zk is the individual partition function corresponding to the isomer a. The parti-
tion functions of each isomer are calculated considering the electronic, vibrational, and
rotational degrees of freedom:

Zk = Zk,elecZk,vibZk,rot. (3.9)

The electronic partition function Zelec,a is

Zk,elec = gke
−βEk , (3.10)

where gk is the spin degeneracy the isomer k, Ek is its ground state electronic energy,
β = 1/kT and k is the Boltzmann constant.

To simplify the calculations, we will approximate the PES as a collection of harmonic
potentials at the vicinity of each local minima, as shown in Figure 3.4. Then, we can
use the partition functions of a quantum harmonic oscillator,

Zk,vib =
3N−6∏

i

e−βhνk,i/2

1− e−βhνk,i
, (3.11)

to compute the vibrational contributions for each isomer k.
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Figure 3.4: Harmonic approximation to the local minima of the PES.

Finally, the rotational partition function is given by

Zk,rot =

√
π

σk

(
2

βℏ2

) 3
2 √

Ik,1Ik,2Ik,3, (3.12)

where σk is the order of the rotational subgroup of each isomer k, and the Ik,i are the
respective principal moments of inertia.

In this way, the occupation probability of each isomer k can be calculated as

Pk =
Zk

Z
. (3.13)

Beyond the calculation of the occupation probability, this method allows us to compute
the ensemble average for any property A of the clusters at finite temperatures. This is
done by calculating the property Ak for each cluster k and assigning a weight equal to
the occupation probability Pk to it:

⟨A⟩ =
∑
k

PkAk (3.14)

Since the harmonic approximation does not consider the anharmonicity of the PES, this
approach might not be reliable at high temperatures. However, it has been successfully
applied to calculate the occupation probabilities and ensemble-averaged properties of
clusters for temperatures up to 1500 K [76, 77, 114, 115].
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Chapter 4

Adsorption of CO2 and H2 on
Cu-Based Gas-Phase Clusters

Nanoparticles of precious metals such as platinum (Pt) and gold (Au) are regarded
as the best catalysts due to their high stability and reactivity at low reaction tem-
peratures [116–120]. However, its prohibitive cost and scarcity has paved the way to
investigate improvements via alloying with more common transition metals [36, 37, 121–
123], without reducing their performance as catalysts. Nanoalloys of transitions metals
have been widely studied as promising candidates for catalytic conversion of CO2 into
methanol (CH3OH) and hydrocarbons such as methane (CH4) [1, 2, 124–126]. The
efficiency of these systems can be attributed in part to their relative stability under
reaction conditions and to the synergy resulting from combining different metals [127,
128]. These effects enhance the chemical reactivity of nanoparticles and clusters, in
which size and chemical ordering also play a significant role [127, 129]. The interaction
of transition metal clusters with hydrogen is also of particular interest for advanced
technological applications. Among these applications are the molecular conversion to
renewable hydrocarbons, new hydrogen storage materials, and electrocatalytic processes
such as the hydrogen evolution reaction (HER) [37, 125, 130–134]. A first step to as-
sess the performance of clusters as catalysts is to study their interaction with relevant
molecules. Nevertheless, molecular adsorption is a complex mechanism influenced by
the nature of the adsorbent, the concentration of adsorbates on the adsorbent, and the
temperature of the environment [3]. Therefore, the search for betters catalyst requires
exhaustive theoretical and experimental work. The focus of this chapter is on the study
of the adsorption mechanisms of H2 and CO2 molecules on ultrasmall Cu-based clusters.

The study of the adsorption of CO2 and H2 molecules on gas-phase copper-based
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Cu4−xPtx and Cu4−xAux (x = 0-4) clusters was carried out using the Gaussian 09
software package [102], which uses Gaussian type orbitals. The particular basis set
employed was the Stuttgart/Dresden triple-ζ with relativistic effective core poten-
tials (SDD) [105]. The exchange-correlation functional used was the Perdew-Burke-
Ernzerhof GGA functional [85]. In order to identify the spin multiplicity that leads to
the lowest total energy for each cluster, local geometry optimizations were performed
using different multiplicity values for each composition. The spin multiplicities corre-
sponding to the lowest total energies were used to carry out the PES exploration using
a BH-DFT algorithm [110]. For each cluster, 150 basin-hopping steps were carried
out. The local structure optimizations were performed using the Berny algorithm [101]
without geometrical restrictions, with convergence conditions on forces (< 3.0 × 10−4

Ha/Bohr), displacements (< 2.0×10−3 Bohr), and their respective RMS values. For the
optimization of the combined systems (molecules+clusters), the molecules were placed
on the non-equivalent bridge, top, and hollow sites of each global minima cluster. The
combined structures were then locally relaxed using the same Berny procedure described
above. The reported results correspond to the adsorption sites with the lowest total
energy.

4.1 Gas-Phase Cu4−xPtx and Cu4−xAux Clusters

Figure 4.1 depicts the most stable structures of the Cu4−xAux and Cu4−xPtx gas-phase
cluster found by thoroughly exploring their PES using an ab initio basin hopping algo-
rithm. The leftmost column in Figure 4.1 shows the putative global minima (GM) for
each composition, and the rest of the columns show their respective low-lying isomers
in order of increasing energy. All Cu4−xAux clusters found, including the monometallic
Cu and Au tetramers, are planar structures. In particular, the rhombic structures of
the Cu4−xAux global minima are in agreement with previous works [135–138]. The
Au4 cluster has been studied by Ghiringhelli et al [138] using DFT and dispersion cor-
rections. The structures of the ground state (rhombus) and the first low-lying isomer
(Y-shape) are reproduced by our calculations. The positions of the Cu and Au atoms
in the rhombus as the composition changes are in full agreement with the structures
predicted by Zhao et al [135].

In contrast with the Cu4−xAux cluster, the GM of Cu2Pt2, Cu1Pt3 and Pt4 are all
tetrahedra, and many other Cu4−xPtx isomers found are also three-dimensional. There
has been discrepancy between the Pt4 GM geometries reported in previous works on
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Figure 4.1: Global minima and low-lying isomers of (a) monometallic Cu4, Au4 and Pt4
clusters; (b) bimetallic Cu4−xAux clusters; and (c) bimetallic Cu4−xPtx clusters. Copper
atoms are shown in orange, gold atoms in yellow, and platinum atoms in blue. The relative
total energies (in eV) with respect to the GM are shown in parentheses. The value is M the
multiplicity that minimizes the total energy of the respective cluster.
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Table 4.1: Calculated HOMO-LUMO gap values (Eg, in eV), binding energies (Eb, in eV),
mixing energies per atom (∆/N , in eV/atom), spin multiplicities M , average bond lengths
(<dCu-Cu>, <dCu-M>, and <dM-M>, in Å), and point group symmetries for the bimetallic
Cu4−xMx (M = Pt,Au) GM clusters.

Cluster Eg Eb ∆/N M <dCu-Cu> <dCu-M> <dM-M> Point group
Cu4 0.98 1.50 0.00 1 2.37 - - D2h

Cu3Pt1 0.47 1.91 -0.03 2 2.41 2.44 - C2v

Cu2Pt2 0.64 2.37 -0.13 1 2.51 2.48 2.63 C2v

Cu1Pt3 0.48 2.72 -0.10 2 - 2.53 2.61 C3v

Pt4 0.13 2.99 0.00 3 - - 2.63 Td
Cu3Au1 1.35 1.63 -0.15 1 2.35 2.53 - C2v

Cu2Au2 1.66 1.74 -0.28 1 2.33 2.51 - Cs

Cu1Au3 1.29 1.61 -0.15 1 - 2.51 2.71 C2v

Au4 0.97 1.44 0.00 1 - - 2.72 D2h

DFT-based global optimization. Trinchero et al also found the tetrahedron as the
GM [139], while Chaves et al reported the bent-rhombus as the lowest energy struc-
ture [140]. This disagreement highlights the intrinsic differences between using plane-
waves and gaussian-type orbitals as basis sets. The differences in the structural trends
of Cu4−xAux and the Cu4−xPtx bimetallic clusters can be attributed to the electronic
configurations of Au and Pt atoms.

The energetic and structural properties of the Cu4−xAux and Cu4−xPtx GM clus-
ters calculated in this work are summarized in Table 4.1. In general, the energy gaps

(a)                                                               (b)

Figure 4.2: (a) Binding energy per atom and (b) mixing energy per atom for the Cu4−xAux

and Cu4−xPtx GM clusters, as a function of the number of Cu atoms.
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between the highest occupied molecular orbitals (HOMO) and the lowest unoccupied
molecular orbitals (LUMO) are consistently wider in Au-containing clusters than in
their Pt-containing counterparts. The binding energies and mixing energies for the
Cu4−xPtx and Cu4−xAux clusters were calculated to assess the structural stability of
each composition. From Figure 4.2 it can be seen that binding energies per atom are
higher in the Cu4−xPtx clusters compared to the values for the Cu4−xAux clusters. This
trend indicates that Cu atoms form stronger bonds with Pt atoms than with Au atoms.
The mixing energy is negative for all the bimetallic GM structures considered, implying
a favorable mixing tendency, especially for Cu2Au2 and Cu2Pt2.

4.2 Adsorption of H2 on Cu4−xPtx and Cu4−xAux Gas-

Phase Clusters

The configurations with the lowest total energy for each composition are shown in
Figure 4.3. For the Cu4−x and the bimetallic Cu4−xAux clusters, the adsorption was
non-dissociative and the preferred adsorption site was on-top of the tri-coordinated Cu
atoms. In contrast, for the Au4 and the bimetallic Cu4−xPtx clusters, the lowest-energy
configurations were those where the H-H bond was cleaved, resulting in a dissociative
adsorption. These results are in agreement with previous works on the adsorption of hy-
drogen on Au-based bimetallic clusters by Zhao et al [135], and Fang and Kuang [141].
While the adsorption is always dissociative in the clusters containing Pt, no clear trend
was observed on the position of the two H atoms of the dissociated molecule. The
dissociative adsorption of hydrogen on some cationic platinum clusters (Pt2+ - Pt7+)
has been observed experimentally by Kerpal et al [142].

Figure 4.4 shows the calculated adsorption energy values for H2 on the Cu4−xMx

(M = Pt, Au) clusters. In general, the calculated Eads values for the Cu4−xPtx clus-
ters were higher than for those containing Au. The Eads values of H2 adsorbed on the
Cu4−xAux clusters remained inside a somewhat narrow range, from 0.50 to 0.65 eV, as
can be observed from Figure 4.4, with the lowest value corresponding to the bimetallic
Cu2Au2, and the highest value to the monometallic Au4 cluster. For the Cu4−xPtx
clusters, the Eads values showed a tendency to increase with the number of Pt atoms,
from 0.54 eV for the monometallic Cu4 cluster, up to 1.65 eV for Pt4. The values of Eads

are consistent with the results of Zhao et al [135] for Cu4−xAux clusters and Petkov
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Figure 4.3: Lowest-energy configurations of molecular H2 adsorbed on: (a) Cu4, (b) Cu3Au1,
(c) Cu2Au2, (d) Cu1Au3, (e) Au4, (f) Cu3Pt1, (g) Cu2Pt2, (h) Cu1Pt3, and (i) Pt4. H atoms
are shown in cyan.

et al [143] for tetrahedral Pt4. It has been shown that dispersion interaction can play
an important role in the adsorption mechanisms of molecules on clusters [144, 145]. In
this work, the effects of dispersion corrections on the adsorption energies were analyzed
using the Grimme’s semiempirical DFT-D3 method [95]. The results are summarized in
Table 4.4. The dispersion contribution had a constant value of 0.04 eV for all clusters.
While this value may seem small, it contributes to a percent change in the Eads between
6% and 8% for Cu4−xAux clusters.

0 1 2 3 4
Number of Cu atoms
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Cu-Au

Figure 4.4: Adsorption energy values for the H2 molecule adsorbed on the Cu4−xMx clusters,
as a function of the number of Cu atoms.
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Table 4.2: HOMO-LUMO gap value ((Eg, eV) and adsorption energy (Eads, eV) before (bare)
and after H2 adsorption (with H2).

Cluster Eg Eads

bare with H2 PBE PBE+D3
Cu4 0.98 1.84 0.54 0.58
Cu3Pt1 0.47 0.34 1.03 1.07
Cu2Pt2 0.64 0.86 1.31 1.37
Cu1Pt3 0.48 0.28 1.36 1.40
Pt4 0.13 0.65 1.65 1.69
Cu3Au1 1.35 2.11 0.51 0.55
Cu2Au2 1.66 2.29 0.50 0.54
Cu1Au3 1.30 1.87 0.58 0.62
Au4 0.98 2.20 0.65 0.69

The electronic HOMO-LUMO gap values (Eg) are considered reactivity descriptors
for metal clusters. The Eg values for the Cu4−xAux and Cu4−xPtx clusters before and
after adsorbing the H2 molecule are shown in Figure 4.5. In general, there is correla-
tion between the magnitude of Eads and the Eg values of those clusters. The cluster
containing Pt have narrower gaps and higher H2-adsorption energy values. In contrast,
clusters with Cu present wider gaps and lower Eads values. However, this correlation is
only qualitative and other effects must be considered to fully understand the adsorption
mechanisms. In particular, both Cu4 and Au4 have roughly the same Eg value (0.98
and 0.97 eV, respectively). However, the adsorption mode of H2 is molecular on Cu2,
but dissociative on Au4. This difference can be attributed to the contraction of s and
p orbitals, and expansion of d and f due to relativistic effects. These effects are promi-
nent in gold, but negligible in copper [146]. This affects the cluster reactivity leading
to dissociation of the H2 molecule [147, 148].

The adsorption of the H2 molecule changes the HOMO-LUMO gaps of the clusters.
For the Cu4−xAux clusters, the gap widens after adsorbing the hydrogen molecule, as
can be seen in Figure 4.5. This effect suggests that adsorption of a second hydrogen
molecule is less favorable than adsorption of the first one. The clusters containing Pt
did not show a clear trend for the change in the HOMO-LUMO gap, but its value
remained below 1.0 eV. These low values of Eg suggest that dissociative adsorption of
a second H2 is possible.
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(a) (b)

Figure 4.5: Frontier orbitals HOMO-LUMO gap values for the (a) Cu4−xAux and the
Cu4−xPtx clusters, before (bare) and after adsorption (w/H2).

The interaction with the hydrogen molecule preserved the shape of the clusters, but
induced small changes in the interatomic distances. Correspondingly, the interaction
of the H2 molecule with the clusters modified its structure after being adsorbed. Ta-
ble 4.3 summarizes the structural changes of the hydrogen molecule. In general, the
metal-metal bonds extended from 0.25% up to 1.92% after adsorbing the H2 molecule.

Table 4.3: Bond length (dH-H, Å) and harmonic stretching mode frequency value (νH-H,
cm−1) in the free H2 molecule before and after the molecule is adsorbed on the metal clusters
(excluding cases corresponding to dissociative adsorption). Average metal-hydrogen bond
lengths (<dM-H>, Å) are given for both molecular and dissociative adsorption. The values
omitted of dH−H and νH−H correspond to the cases where the H-H bond was cleaved upon
being adsorbed and, as a result, the H-H stretching mode disappeared.

dH-H νH-H <dM-H>
Free 0.75 4328.28 -
Cu4 0.83 3201.02 1.70
Cu3Pt1 - - 1.71
Cu2Pt2 - - 1.71
Cu1Pt3 - - 1.58
Pt4 - - 1.57
Cu3Au1 0.82 3347.77 1.71
Cu2Au2 0.82 3373.48 1.72
Cu1Au3 0.82 3311.75 1.70
Au4 - - 1.71
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Meanwhile, the H-H bond in the H2 molecule elongated upon being adsorbed and the vi-
brational frequency of the H-H stretching mode decreased. The average metal-hydrogen
bond lengths were fairly similar for all compositions, with values ranging from 1.57 Å to
1.72 Å.

Figure 4.6: HOMO and LUMO frontier orbitals of the monometallic Cu4, Pt4, and Au4

clusters before (bare) and after (w/H2) adsorption of the H2 molecule. The orbital eigenvalue
energy (in eV) is shown below each MO.

Using the natural bond orbital (NBO) approach [149], the frontier orbitals of the
clusters were calculated to elucidate the bonding mechanisms with the H2 molecules.
Figure 4.6 depicts the HOMO and LUMO frontier orbitals of Cu4, Pt4, and Au4 clus-
ters before (bare) and after adsorption (w/H2). In the rhombus shaped Cu4 and Au4

bare clusters, the HOMO is distributed mainly around the atoms located at the vertices
along the longest diagonal. A localized distribution of the HOMO around each Pt atom
is observed for the Pt4 bare cluster. In the three clusters the HOMO orbitals avoid the
inner (hollow) region of the clusters. The spatial distribution of the LUMO orbital in
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Cu4 and Au4 is opposite to that of the HOMO. The LUMO orbital is concentrated
around the two atoms on the vertices of the short diagonal, avoiding again the hollow
region. In Pt4 the LUMO is distributed over the whole cluster. In the clusters with the
adsorbate the global reactivity is modified due to the broadening of the HOMO-LUMO
gap, which in turn occurs because of the changes in the energies of the frontier orbitals
induced by the adsorption of hydrogen. In H2Cu4 this change consists in a strong lift-
ing up of the energy of the LUMO orbital, while the change of the HOMO energy is
negligible. The shape of the HOMO orbital in H2Cu4 is quite similar to that in Cu4

and shows practically no contribution from the H atoms. This is because the orbitals of
non-dissociated H2 adsorbed on transition metals lie quite deep in energy [150]. For the
three clusters, the NBO charges indicate that electron density is partially redistributed
among atoms, thus giving stability to the overall cluster structure. Figure 4.7 shows
the natural charge distribution before and after H2 adsorption in clusters Cu4, Pt4, and
Au4. In all cases, a small amount of charge remains on the H atoms attached to the
respective metal atoms.

Figure 4.7: Natural charge distribution obtained from the natural population analysis calcu-
lation for (a) bare Cu4, Pt4, and Au4 metal clusters, and (b) metal clusters with adsorbed H2.
A negative sign indicates a gain of electronic charge.
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4.3 Adsorption of CO2 on Gas-Phase Cu4−xPtx Clus-

ters

The study of the adsorption of H2 on Cu4−xPtx and Cu4−xAux revealed that the clusters
containing Pt showed a higher reactivity, at least for this particular size. Considering
this, the study of the adsorption of CO2 was carried on only for the Cu4−xPtx tetramers.
The lowest-energy configurations of the CO2 molecules adsorbed on the Cu4−xPtx gas-
phase clusters are shown in Figure 4.8. The calculations were carried out starting from
several non-equivalent adsorption sites, and it was found that the CO2 molecules prefer
binding to these clusters in a bridge position. For bimetallic clusters, except Cu3Pt1,
the CO2 molecule binds to the metal cluster via its C-O in a bridge position between
the Cu and Pt atoms, with the C atom always bound to a Pt atom.

Figure 4.8: Lowest-energy configurations of the CO2 molecule adsorbed on the Cu-Pt clusters:
(a) Cu4, (b) Cu3Pt2, (c) Cu2Pt2, (d) Cu1Pt3, and (e) Pt4.

The effects of the dispersion interactions were also considered for these systems.
In this case, they were included by using the long-range corrected hybrid functional
ωB97XD [151]. The impact of using this hybrid functional on the structure of the
clusters—compared to the results using PBE—was minimal. However, the resulting
Eads and Eg values increased significantly compared to those obtained with PBE, as
seen in Table 4.4. This is likely due to parameterization of the ωB97XD functional
and the inclusion of a 100% long-range exact-exchange. For metal clusters, it has been
previously reported that using Hartree-Fock exchange within hybrid functionals leads
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to inaccurate description of the electronic structure for small metal clusters [151–153].
Following this consideration, only results obtained using the PBE functional are dis-
cussed for CO2 adsorption on the Cu-Pt clusters.

Table 4.4: HOMO-LUMO gap value ((Eg, eV) and adsorption energy (Eads, eV) before (bare)
and after CO2 adsorption (with CO2).

Cluster Eg Eads

bare with CO2 PBE ωB97XD
Cu4 0.98 1.00 0.81 3.02
Cu3Pt1 0.47 0.50 1.01 2.99
Cu2Pt2 0.64 1.04 1.64 3.93
Cu1Pt3 0.48 0.28 1.44 3.63
Pt4 0.13 0.27 1.16 3.09

The calculated adsorption energy values (Eads) of the CO2 molecules on the Cu-Pt
tetramers are shown in Table 4.4, alongside the HOMO-LUMO frontier orbital gaps
for the clusters before and after adsorbing the molecules. For most of the clusters,
the calculated adsorption energy is larger than 1 eV, except for the Cu4 cluster onto
which CO2 adsorption strength is 0.81 eV using the PBE functional. This value com-
pares quite well with that obtained by Liem and Clarke [154] of a bent CO molecule
adsorbed on Cu(110) surface. The strongest Eads value (1.64 eV) corresponds to the
bimetallic Cu2Pt2 cluster, and it decreases as the number of Cu or Pt atoms in the
cluster increases (see Figure 4.9). The Cu4 cluster has the lowest Eads at 0.81 eV,
which is close to the value found by Liem and Clarke [154] (0.751 eV) for a bent CO2

molecule adsorbed on a Cu(110) surface. For most clusters, except for Cu1Pt3, the
HOMO-LUMO gap widens upon adsorption of the CO2 molecule.

In all cases, the initially linear CO2 molecule bends after being adsorbed by the clus-
ters. This phenomenon has been reported to happen on both metal surfaces [154, 155]
and metal clusters [7], and is related to an increased reactivity of the CO2 molecules.
In order to analyze the cause of the molecule bending, the LUMO frontier orbitals
were calculated for both the linear CO2 molecule and the clusters with the adsorbate
(Figure 4.10). For most clusters, excluding the Pt-rich Pt4 and Cu1Pt3, it can observed
that electron density transfers from the LUMO of the cluster to the LUMO of the CO2

molecule. This transfer is necessary to stabilize to the combined system configuration

47



Figure 4.9: Adsorption energy Eads for the CO2 molecule adsorbed on each Cu4−xPtx GM
clusters, as a function of the number of Pt atoms.

[156]. Table 4.5 lists the average C-O distance in the CO2 molecule and the O-C-O an-
gle, before and after the adsorption; as well as the total natural charge for each cluster
after adsorbing the CO2 molecule. The positive values of the total charges corroborate
that electron density transfers from the clusters to the molecules.

The structures of most clusters remained unchanged after adsorbing the molecule,
except for Cu1Pt3 and Pt4, which underwent isomerization. The Pt4 cluster transformed
from a tetrahedron to a bent rhombus, and Cu3Pt1, initially a rhombus, folded to
become a tetrahedron. These dynamic transformations are similar to those reported in
direct imaging experiments of Au20 clusters [157], where they found that Au20 cycles
between its isomer structures. This peculiar behavior justify the analysis of the PES

Table 4.5: Average C-O bong length (<dC-O>, in Å) and O-C-O angle value of the CO2

molecules, and total natural charge for each clusters after molecule adsorption (δ+)

<dC-O> ∠OCO δ+

Linear 1.21 180.0 -
Cu4 1.27 138.6 0.48
Cu3Pt1 1.29 132.5 0.59
Cu2Pt2 1.29 136.6 0.46
Cu1Pt3 1.28 137.2 0.45
Pt4 1.29 134.3 0.41
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Figure 4.10: LUMO frontier orbital isosurface plot of the linear CO2 molecule and the
Cu4−xPtx clusters with the adsorbed CO2 molecule.

flatness associated with these metal clusters. For this purpose, the transition state (TS)
energy barriers between the GM and the first isomer structures were calculated using
the linear linear synchronous transit (LST) method, as shown in Figure 4.11. For Pt4,
the TS barrier is rather small (0.30 eV) and the activation energy from the ISO1 to the
GM is ∼0.08 eV. These characteristics explain the fluxional character of the Pt4 cluster
assisted via the CO2 interaction. For Cu3Pt1 cluster the estimated activation energy
resulted to be about 0.60 eV, twice as that of the Pt4 cluster. However, the energy
difference between its ISO1 and its GM is only 0.06 eV. Compared to the clusters that
did not exhibit conversion, both the energy barrier and the energy difference between
the GM and the first isomer are smaller in those cases which isomerized. These results
highlight the importance of the fluxional nature of metal clusters in catalytic processes.
Therefore, it is crucial to consider the low lying isomers—not only the global minimum—
to fully understand the properties of these systems.
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Figure 4.11: Transition state energy barriers between the GM and their respective first isomers
for (a) Cu4, (b) Cu3Pt2, (c) Cu2Pt2, (d) Cu1Pt3, and (e) Pt4.
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Chapter 5

Gas-Phase and γ-Al2O3-Supported
RenPtm Clusters

Platinum-based materials are widely considered the best catalysts for a variety of impor-
tant reactions in energy conversion, such as oxygen reduction [158, 159]. In particular,
when alloyed with rhenium—one of the rarest elements on Earth—Re-Pt alloys have
found niche applications such as superalloys in turbine blades [160], in low-temperature
water-gas shift reactions [161, 162], as efficient catalysts for high octane gasoline produc-
tion via hydrocarbon reforming [163–166], or as direct ethanol fuel cells (DEFC) when
Sn is also included [167]. The superior catalytic activity of such bimetallic catalyst and
its increased stability—namely against coking–has been experimentally rationalized as
a conjunction of structural and electronic effects due to Re content [168–170]. In this
respect, computational studies—mostly based on DFT calculations—have contributed
extensively to the understanding of the effects of the interaction between Pt-based
bimetallic clusters - both gas-phase and supported - with small adsorbates such as O2,
CO, CO2, ethylene and ethanol for example [36–43]. Some of these previous studies
have remarked the importance of the putative global minimum structure, as well as low-
lying isomers exhibiting structural changes in both, cluster and molecule, the former
showing structural inter-conversion and the latter the existence of molecular activation
or even dissociation. In particular, Re clusters have been studied in the gas-phase [89,
171, 172], supported on graphene [173], acting as a doping agent in Au [174, 175],
Co [176], Sn [177] and Si [178] clusters; or even forming Re-Pt unsaturated complexes
surrounded by organic ligands [179, 180]. Although previous DFT-based computational
studies have dealt with Re-based alloys catalysts [181–183] (including Re-Pt) there is
a lack of work in the literature on the description of the geometrical and electronic
properties of bimetallic Re-Pt clusters.
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For the study of Re-Pt clusters, both in the gas-phase and supported, the PES explo-
rations were carried out using a DFT basin-hopping algorithm implemented in Python
(BH-DFT) [111]. In this case, 100 BH-DFT steps were performed for each cluster
size and composition. The BH-DFT code was coupled to the Quantum Espresso soft-
ware, which uses plane-wave basis sets and pseudopotentials [103, 104]. The electronic
calculations were performed at the GGA-PBE level of theory [85]. Scalar relativistic
pseudopotentials were used to model the core electrons. speed up the initial exploration
of the PES, the energy cutoffs used were 20 Ry for the kinetic energy and 160 Ry for
the charge density. These values were doubled for the re-optimization stage. The local
relaxations were stopped when the convergence criteria for the energy (< 1.0 × 10−4

Ry) and for the forces (< 1.0 × 10−3 a.u.) were reached. A Marzari-Vanderbilt occu-
pation smearing of 0.01 Ry was applied to broaden the density of states at the Fermi
level [184]. For the gas-phase clusters, all calculations were done in a simple cubic cell of
side 10 Å to avoid interaction between the periodic images. For the supported clusters,
we used a simulation cell with dimensions a = 21.13 Å, b = 31.82 Å and c = 40.55 Å,
and angles α = β = γ = 90◦. The γ-Al2O3 (100) surface was constructed using the
model proposed by Digne et al [185, 186]. Slabs composed of 2x2 unit cells with four
atomic layers were used to model the γ-Al2O3 substrate. The slabs were separated by
a vacuum of 20 Å perpendicular to the surface. In all cases, the reciprocal space was
sampled at the Γ point only.

5.1 RenPtm Gas-Phase Clusters

The putative global minima (GM) of the gas-phase clusters are shown in Figure 5.1,
along with their respective symmetry point groups and binding energies. It can be seen
that, in bimetallic clusters, Re atoms tend to aggregate while most Pt atoms remain
separated from each other, even in Pt-rich clusters. This trend indicates that Re-Re
and Re-Pt bonds predominate over Pt-Pt bonds.

In general, Ren clusters have shorter interatomic distances than Ptm clusters of the
same size. This is a consequence of the stronger Re-Re bonds and the corresponding
higher binding energy values.

The relative stability of the pure clusters was analyzed by means of the functions ∆2
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Figure 5.1: Calculated putative GM monometallic Re, Pt and bimetallic Re-Pt gas-phase
clusters, ranging from 2 up to 6 atoms in size for all compositions (N = m + n). Binding
energy per atom (Eb) values are shown in eV, along with their corresponding spin multiplicities
and symmetry point groups. Re and Pt atoms are shown in blue and gray, respectively.

and ∆v
2, whose values are plotted in Figure 5.2. For the Ren clusters, these descriptors

show even-odd oscillations, suggesting that even-sized clusters are more stable than
odd-sized ones. The octahedral Re6 GM cluster seems particularly stable, both its ∆2

and ∆v
2 values are higher than any other Re cluster, and it has the highest binding

energy of all the clusters studied. This result agrees with the findings published by
Miramontes et al [4], who report that the graphene-supported octahedral Re6 is the
most stable structure amongst the Ren (n < 13) clusters. Another remarkable feature
of the Re6 GM is its small HOMO-LUMO gap of 0.07 eV, being the narrowest among
all the GM clusters. Compared to the Re clusters, the values for the stability functions
for the pure Pt clusters are smaller in magnitude, with Pt6 having the highest value.
Like Re6, the Pt6 GM cluster has a narrow HOMO-LUMO gap, with a value of 0.14
eV.

So far we have focused our attention on the GM structures, but the study of low-
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Table 5.1: Calculated binding energies (Eb, in eV), HOMO-LUMO gap values (Eg,
in eV), mixing energies per atom (∆/N , in eV/atom), spin multiplicities M , average
bond lengths (⟨ dRe-Re ⟩, ⟨ dRe-Pt ⟩ and ⟨ dPt-Pt ⟩, in Å), and symmetry point groups for
RenPtm putative global minima (GM) clusters.

Cluster Eb Eg ∆/N M Re-Re Re-Pt Pt-Pt Point group

Re2 2.02 1.12 0.00 3 2.03 - - D∞h

Re1Pt1 2.06 1.06 -0.11 6 - 2.28 - C∞v

Pt2 1.90 0.38 0.00 3 - - 2.32 D∞h

Re3 2.69 0.60 0.00 4 2.18 - - C2v

Re2Pt1 2.82 0.98 -0.21 1 2.04 2.31 - Cs

Re1Pt2 2.95 0.63 -0.42 4 - 2.25 - C2v

Pt3 2.47 0.17 0.00 3 - - 2.49 D3h

Re4 3.50 0.85 0.00 1 2.24 - - D2h

Re3Pt1 3.35 0.44 -0.03 2 2.27 2.50 - C2v

Re2Pt2 3.27 0.75 -0.13 3 2.16 2.31 - C1

Re1Pt3 3.41 0.84 -0.45 2 - 2.24 - D3h

Pt4 2.78 0.25 0.00 5 - - 2.52 C2v

Re5 3.76 0.29 0.00 4 2.44 - - Cs

Re4Pt1 3.75 0.55 -0.14 1 2.26 2.29 - C2v

Re3Pt2 3.73 0.34 -0.27 2 2.29 2.39 - C1

Re2Pt3 3.66 0.48 -0.35 3 2.13 2.37 2.55 C1

Re1Pt4 3.60 0.69 -0.44 2 - 2.27 - C2v

Pt5 3.01 0.23 0.00 3 - - 2.47 Cs

Re6 4.33 0.07 0.00 3 2.43 - - Oh

Re5Pt1 4.05 0.15 0.10 4 2.41 2.51 - Cs

Re4Pt2 4.03 0.45 -0.05 1 2.41 2.49 - Cs

Re3Pt3 3.98 0.37 -0.18 2 2.33 2.51 - Cs

Re2Pt4 3.88 0.28 -0.25 1 2.18 2.43 2.71 C2v

Re1Pt5 3.73 0.42 -0.28 2 - 2.35 2.65 C1

Pt6 3.27 0.14 0.00 3 - - 2.51 D3h

lying isomers is equally important, given the fluxional nature of metal clusters [10,
76, 187, 188]. Figure 5.3 shows the different Ren GM and isomer structures found in
this work. The GM structures the clusters with less than five atoms are all planar or
quasi-planar, whereas the geometries of larger clusters are three-dimensional. All the
Re3 isomers are isosceles triangles. The GM of Re4 is a square, the first isomer is a bent
rhombus and the second isomer is a planar rhombus. The lowest-energy structure of
Re5 is an oblique pyramid with a trapezoidal base, the first isomer is a square pyramid,
the second isomer is a triangular bipyramid, and the third isomer is a oblique pyramid
with a kite base. For these clusters, we also found a few spin isomers (not shown in
the figure) with the same structure as the GM and the first isomer, but with different
multiplicities. Finally, besides the octahedral GM structure of Re6, our algorithm did

54



Figure 5.2: Second difference in energy ∆2 and second difference in atom-evaporation energy
∆v

2 for (a) Ren and (b) Ptm clusters, as a function of the number of atoms.

not find any other low-energy isomers for this cluster.

Figure 5.3 also shows the geometries of the GM and low-lying isomers for the
monometallic Pt clusters. The Pt clusters GM structures found have been previously re-
ported in the literature [5], with the only difference being the multiplicity of Pt3. While
the GM geometries of these clusters are all planar or quasi-planar, three-dimensional
isomer structures are found in clusters with as few as four atoms. The only minimum
structure we found for Pt3 was an equilateral triangle. For Pt4, the GM geometry is
a bent rhombus, and the first isomer is a tetrahedron. The GM structure of Pt5 is

n

3

4

5

6

GM ISO1 ISO2 ISO3

Quartet, C2v Doublet, C2v Sextet, C2v

Singlet, D4h Triplet, C2v Triplet, D2h

Quartet, Cs Sextet, C4v Sextet, D3h Quartet, Cs

Triplet, Oh

(0.00) (0.11) (0.39)

(0.00) (0.21) (0.27)

(0.00) (0.03) (0.27) (0.33)

(0.00)

m

3

4

5

6

GM ISO1 ISO2 ISO3

Triplet, D3h

Quintet, C2v Triplet, Td

Triplet, Cs Quintet, D3h Quintet, Cs

Triplet, D3h Quintet, D2h Nonet, D3h Triplet, Cs

(0.00)

(0.00) (0.18)

(0.00) (0.11) (0.18)

(0.00) (0.26) (0.63) (0.79)

Figure 5.3: Global minima and low-lying isomers of (left) Ren and (right) Ptm clusters along
with their corresponding multiplicities and point groups. The energy difference, in eV, between
the GM structure and the respective isomer is shown in parenthesis.
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made up of four atoms forming a square and the last one bonded to two of them on a
bridge position. The first isomer of Pt5 is an equilateral triangular bipyramid, and the
second isomer is a planar irregular pentagon. In the Pt6 GM structure, the six atoms
are arranged in an equilateral triangle. The first isomer is an rectangle, the second
isomer is a equilateral triangular prism, and the third isomer is an oblique pentagonal
pyramid with an irregular base.

Table 5.1 summarizes the properties of the bimetallic GM clusters. As was previ-
ously mentioned, the Re atoms tend to aggregate in the center of the bimetallic clusters.
This tendency minimizes the number of Pt-Pt bonds, with most clusters having no Pt
atoms bonded together. Similarly to the monometallic clusters, the Re-Re bonds are
the shortest and the Pt-Pt bond the longest, with the Re-Pt bond lengths in between.
Clusters doped with a single atom feature some interesting properties.

(a)

(b)

(c)

Figure 5.4: Calculated (a) binding energy per atom, (b) HOMO-LUMO gap value, and (c)
mixing energy of global minima RenPtm clusters as a function of the number of Re atoms.

The binding energy values for all GM clusters are depicted, as a function of the
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number of Re atoms, in Figure 5.4. There is a general tendency for larger clusters and
Re-rich clusters to have higher binding energy than smaller clusters or pure Pt clusters.
Doping Pt clusters with a single Re atom can increase the binding energy appreciably.
Like the binding energy values, the frontier HOMO-LUMO gap values (Eg), shown in
the same figure, are considerably wider in bimetallic clusters with a single Re atom than
in pure Pt cluster. The most favorable mixing is also found in the Re1Ptm clusters,
which have the largest mixing energy values for each size. As can be seen from Figure
5.5, the Re atom is always located in the center of the Re1Ptm clusters, including their
isomers. In the lowest energy configurations of these clusters, the Re atom bonds to all
the Pt atoms. Reducing the number of Re-Pt bonds increases the total energy, as can
be seen in the Re1Pt5 isomers. The trend of Re atoms to aggregate in the center of the
clusters agrees with the strong anti-segregation tendency of single Re atoms in bulk Pt
reported by Ruban et al, wherein they calculated the surface segregation energies of
transition metal atoms in transition-metal hosts [189]. The same tendency has been
observed in Re-Co clusters [190]. Our findings indicate that the segregation of the Pt
atoms in Re-Pt alloys can be observed in clusters as small as three atoms.

m

2

3

4

5

GM ISO1 ISO2 ISO3

Quartet, C2v Sextet, C2v

Doublet, D3h Quartet, C2v

Doublet, C2v Doublet, C2v Doublet, Cs

Doublet, C1 Doublet, Cs Doublet, C2v Doublet, Cs

(0.00) (0.95)

(0.00) (0.54)

(0.00) (0.14) (0.30)

(0.00) (0.14) (0.27) (0.48)

Figure 5.5: Global minima and low-lying isomers of Re1Ptm bimetallic clusters along with
their corresponding multiplicities and point groups. The energy difference, in eV, between the
GM structure and the respective isomer is shown in parenthesis.
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The mixing energy gets closer to zero as the number of Re atoms increases, with
RenPt1 clusters having the smallest values for each size, except for Re5Pt1, which is the
only composition with a positive mixing energy value. The high stability of the Re6
cluster may explain in part the demixing tendency of Re5Pt1. We found that, in all
RenPt1 clusters, the Re atoms aggregate and the Pt atom is located on the periphery
of the clusters, in some cases bonded only to a single Re atom. Amongst the clusters
studied, Re4Pt1 was notable for having a large number of low-lying isomers with small
energy differences between them, which might suggest it is a highly fluxional composi-
tion.

The projected density of states (PDOS) was employed to elucidate the bonding
mechanisms of these bimetallic Re-Pt gas-phase clusters. Figure 5.13 shows the Re and
Pt 5d and 6s orbital PDOS for all the RenPtm pentamers. Except for Re4Pt1 (singlet),
these clusters show spin asymmetry in their PDOS. For monometallic Pt5 most of the
contributions are from 5d-states, while the Re5 cluster displays an important contri-
bution from both 5d and 6s-states near the Fermi level; Figure 5.13(a,f). When one
Pt atom is added to mix, such as in the Re4Pt1 cluster, both 5d and 6s-states from
those Re and Pt atoms contribute to the highest occupied states within the PDOS, sug-
gesting strong bonds formation through orbital hybridization; Figure 5.13(b). When Re
atoms start occupying central sites within the cluster, such as in the Re3Pt2 and Re2Pt3
clusters, largest contributions to the PDOS for the highest occupied states are mainly
arising from the Re 5d-states, but also a mixing between Pt 5d-states and those Re 6s-
states contributes to the overall chemical bond; Figure 5.13(c,d). For Re1Pt4 cluster, a
strong component within the chemical bond comes from the Pt 6s-states with the Re
5d, thus explaining why this cluster has its Pt atoms not forming a bond between each
other; Figure 5.13(c). This behavior as well as the directionality of the bimetallic Re-Pt
gas-phase clusters bonding, can be explained by considering the electron configurations
of the elements involved. For Re, its ground state configuration is [Xe]4f145d56s2, and
for Pt, [Xe]4f145d96s1. Rhenium has a filled 6s and a half-filled 5d subshells, while plat-
inum has only one electron occupying its 6s subshell and 9 electrons in its 5d subshell.
This particular electronic structure implies that the Re atom can share its 5d electrons
with both 6s and 5d electrons of each Pt atom to fill its 5d subshell, in agreement with
the observed behavior of plotted PDOS of the Re1Pt4 cluster.

Although so far we have focused our attention on the description of those GM struc-
tures and low-lying energy isomers at 0 K, is equally important to describe the fluxional
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(a) (b)

(c) (d)

(e) (f)

Figure 5.6: Majority spin (positive) and minority spin (negative) projected density of states
(PDOS) for: (a) Re5, (b) Re4Pt1, (c) Re3Pt2, (d) Re2Pt3, (e) Re1Pt4, and (f) Pt5 global
minima clusters. Zero eV denotes the Fermi level.

nature of metal clusters at elevated temperatures [17, 76, 77, 114, 191, 192]. When dis-
cussing the concept of fluxionality, it implies that the lowest-energy (GM) cluster might
not be the most populated structure at finite temperature, with some other isomers be-
coming more relevant. This is especially important because in most sub-nanometer
particle applications as catalysts, temperature plays an important role in its activa-
tion and, in fact, can directly affect their structure thus modifying the (supported)
nanocatalyst performance [17, 76, 77]. The approach used here allows to calculate and
predict if either those GM structures of the bimetallic Re-Pt gas-phase or any of its
low-energy isomers are the dominant ones as the temperature T (K) increases, i.e. the
crossing of the calculated occupation probabilities of the different cluster isomers lo-
cated within the PES global exploration. To illustrate this concept, Figure 5.7 shows
the calculated equilibrium occupation probabilities P (T ) in the temperature range of
0 - 1200 K. The harmonic approximation and similar temperature ranges (0 - 1500 K)
have been applied to study the occupation probabilities of AlN (2-65 atoms) [114], CuN

(2-150 atoms) [191] and Pt13 [76] gas-phase clusters. Putative GM configurations at
size 5-atom of Re5, Pt5 and those bimetallic Re4Pt1, Re3Pt2, Re2Pt3, Re1Pt4 gas-phase
clusters are selected due to the amount of isomers found during our global optimization
searches; thus helping to illustrate the concept of cluster fluxionality.
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Starting with monometallic Re5 gas-phase cluster, we can observe from Figure 5.7
(a) that at 0 K, it has the maximum Pa(T ) of 1.0. We also observe that the GM config-
uration is the most abundant structure throughout the entire 0-1200 K range. However,
it is closely followed by the first energy isomer (ISO1), a square pyramid isomer. Even
though there are only 0.03 eV total energy difference between these two structures, the
lower symmetry of the GM (Cs) favors the Pa(T ) - as compared to the ISO1 (C4v) -
especially at low temperatures (namely below 400 K). However, ISO1 never reaches
a 0.4 Pa(T ) within the whole temperature range. For the other two energy isomers
(ISO2, ISO3), their calculated Pa(T ) is minimal, even at higher temperatures (<0.2).
For bimetallic Re-Pt clusters, the rhenium-rich Re4Pt1 cluster is a very interesting case
due to the wide diversity of structural isomers with a 0.29 eV total energy window; see
Figure 5.7 (b). However, our calculations indicate that only two energy isomers are
relevant: the GM and isomer ISO2 structures (0.12 eV higher in total energy). The
planar, highly symmetrical GM structure is only relevant at temperatures below 200
K. Soon after, its calculated Pa(T ) decreases and a solid-solid transition at ∼700 K
occurs between this configuration and ISO2. This can be rationalized as a direct con-
sequence of the GM structure high symmetry (C2v) and low multiplicity (singlet) until
the ISO2 structure (Cs) becomes the favored one. The rest of the ISO1, ISO3 - ISO5
configurations have less than 0.2 Pa(T ) at the high temperature range. Besides the GM
configuration, there are two isomers (ISO1, ISO2) for Re3Pt2 located at 0.42 and 0.48
eV in total energy differences. Nevertheless, Figure 5.7 (c) indicates that only the GM
configuration is present across the whole temperature range considered with a Pa(T )

just below 1.0. Similar results are obtained for Re2Pt3 where the GM is the most stable
one. At this composition, only one energy isomer (ISO1) was found to be at 0.74 eV
higher in total energy with basically no contributions to the overall calculated Pa(T )

for this system; see Figure 5.7 (d).

As mentioned previously, having 1 Re atom at its core makes the GM bimetallic
Re1Pt4 structure quite stable, as shown in Figure 5.7 (e). While there are two rel-
atively similar ISO1 and ISO2 configurations within 0.30 eV in total relative energy,
again they never reach 0.2 Pa(T ), even at higher temperatures. For monometallic Pt5
we do observe a Pa(T ) structural transition between the GM structure and the ISO2
configuration (0.18 eV higher in total energy) well above 1000 K. It is worth consider-
ing that both of these structures are planar, with the former having a capped, square
type configuration and the latter a W-shape, as shown in Figure 5.7 (f). The isomer
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Figure 5.7: Calculated occupation probabilities, P(T) as a function of temperature (in K)
of both putative GM configurations and low-lying energy isomers of: monometallic (a) Re5,
bimetallic (b) Re4Pt1, (c) Re3Pt2, (d) Re2Pt3, (e) Re1Pt4, as well as monometallic (f) Pt5
gas-phase clusters. Total energy differences between GM structures and isomers are shown in
eV, along with their corresponding spin multiplicities and symmetry point groups.
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ISO1 - with its three-dimensional, trigonal bypiramidal geometry - barely contributing
to the calculated Pa(T ) for this system. Finally, Figure 5.7 implies that as tempera-
ture increases, competition between structural gas-phase isomers can become fierce in
some particular cases - namely the rhenium-rich Re4Pt1 cluster- and their relative flux-
ional Pa(T ) can have strong implications elucidating unseen catalytic active sites. This
type of thermodynamical analysis can be helpful when trying to understand - from an
atomistic perspective - reforming catalysts involving dispersed Re-Pt particles where
reaction conditions can easily reach temperatures of 500 ◦C [165].

5.2 RenPtm Clusters Supported on γ-Al2O3 (100)

Aluminum oxide—a ceramic compound with formula Al2O3, commonly called alumina—
has found widespread use in the catalysis industry, owed to its high surface area even
at high temperatures [193]. It can exist in a set of polymorphic phases γ, δ, θ and α.
The α phase is the most stable and it occurs naturally as the mineral corundum. The
other metastable phases are known as transition aluminas and they are obtained by
dehydrating aluminum hydroxides such as boehmite (γ-AlOOH), gibbsite (γ-Al(OH)3)
or bayerite (α-Al(OH)3), at different temperatures [194, 195]. Dehydration of boehmite
yields the γ phase at around 300–500 ◦C. Heating γ-Al2O3 produces the δ phase at
700–800 ◦C. This δ phase transforms to θ-Al2O3 around 900–1000 ◦C, which finally
converts to the stable phase α at 1000–1100 ◦C [193, 194, 196].

Among the transition aluminas, γ-alumina has found its place as one of the most
prevalent catalyst supports in the petrochemical industries [194, 195]. Transition metal
clusters supported on γ-alumina—particularly those containing Pt—have been shown
to be promising materials with enhanced catalytic activity towards several industrial
reactions [197]. Despite its relevance, there has been a contentious debate regarding the
atomic structure of γ-alumina. Some groups have described it as a defective spinel struc-
ture [196, 198], while others have argued a spinel-based structure imposes unnecessary
constrains and they have proposed alternative models [185, 186, 194]. This controversy
comes from the fact that γ-alumina is not a bulk material with a well-defined form,
but rather an aggregate of nanoparticles with poor crystallinity [185, 186]. Therefore,
no theoretical periodic model can truly describe the exact structure of this complex
material.

Nonetheless, all theoretical and experimental studies agree that the oxygen atoms
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in γ-alumina form a face-centered cubic (FCC) sublattice and the aluminum atoms oc-
cupy some of the tetrahedral and octahedral interstices. The precise distribution of the
aluminum atoms and vacancies in the interstices of the oxygen lattice is what has been
disputed for several years. The two predominant theoretical models for the structure of
γ-alumina have been proposed by Digne et al. [185, 186, 194] and Pinto et al. [196]. In
this work, the cell model by Digne et al. was chosen to represent the (100) surface of γ-
alumina. The so-called Digne model is composed of 8 alumina units where the Al atoms
occupy 25% of the tetrahedral sites of the FCC sublattice. This model is sufficiently
large to replicate the main experimental characteristics of γ-alumina [199], while being
small enough to be used for ab initio computational calculations. The (100) surface
generated by the Digne model is characterized by the presence of penta-coordinated
Al atoms (denoted AlV) and three-coordinated O atoms (µ3−O) only, as can be seen
in Figure 5.8. The γ-Al2O3 (100) surface was modelled using 2×2×1 slabs separated
by a vacuum of 15 Å in the vertical direction, perpendicular to the surface. The co-
ordinates for the γ-Al2O3 unit cell used in the present work are provided in Appendix A.

(a) (d) (e)Al O

5.59 Å
8.42 Å

8.
07

 Å

(b) (c)

11.18 Å 16.84 Å

21
.4

6 
Å

Figure 5.8: (a) Unit cell for γ-Al2O3 in the Digne model; (b) side view of the slab used to
model the (100) surface; (c) top view of the (100) surface and (d) space-filling model of the
same slab. Aluminum atoms are in pink and oxygen atoms in red.

The putative global minima (GM) structures of the RenPtm clusters supported on a
γ-Al2O3 (100) surface are depicted in Figure 5.9. The corresponding calculated proper-
ties of those clusters are summarized in Table 5.2. The same structural trends observed
in the gas-phase remain in the γ-Al2O3-supported clusters. In all the bimetallic clus-
ters, the Re atoms aggregate and anchor to the surface. Meanwhile, the Pt atoms tend
to segregate around the Re atoms. It must also be noted that the Pt atoms in most
bimetallic clusters do not bond to the oxygen atoms. These results are in line with the
experiments by Bazin et al. where they found that Re atoms form oxidized substrates
over the γ-Al2O3 surface and Pt atoms are dispersed above those Re atoms [12]. These
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Figure 5.9: Putative global minima of single Re and Pt atoms as well as monometallic Re, Pt
and and bimetallic Re-Pt clusters supported on a γ-Al2O3 (100) surface. Re atoms are shown
in blue, Pt atoms in white, Al atoms in pink, and O atoms in red. The numbers shown are
the respective adsorption energy values in eV.
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findings suggest that the anti-segregation tendency of Re atoms in Re-Pt alloys [189,
200] holds true even for supported subnanometer clusters. Similar to their gas-phase
counterparts, Re clusters supported on γ-Al2O3 have the shortest average metal-metal
bond lengths compared to the bimetallic Re-Pt and the monometallic Pt clusters of the
same size. The metal-oxygen bonds are consistently shorter than the metal-aluminum
bonds in all clusters sizes and compositions. Among all the clusters studied here, Re2Pt2
and Re3Pt2 show the strongest binding to the γ-Al2O3 substrate, as can be seen from
Figure 5.10. The adsorption energy value for Re3Pt2 (4.56 eV) is almost an eV higher
than that of Re2Pt2. They also present the most favorable mixing tendencies compared
to other bimetallic clusters of the same sizes. These properties of Re3Pt2 indicate that
it is the most structurally stable γ-Al2O3-supported cluster in the range of sizes con-
sidered here.

Table 5.2: Spin multiplicity (M), adsorption energy (Eads, in eV), mixing energy per atom
(∆/N , in eV), net charge (in e−), and average bond lengths (in Å) for the RenPtm/γ-Al2O3

(100) GM clusters.

Cluster M Eads ∆/N Net charge Re-Re Re-Pt Pt-Pt Re-Al Re-O Pt-Al Pt-O

Re1 4 2.04 0.00 -0.14 - - - 2.43 2.02 - -
Pt1 1 3.41 0.00 +0.29 - - - - - 2.37 2.05
Re2 3 2.22 0.00 -0.13 2.11 - - 2.52 2.07 - -
Re1Pt1 4 2.63 -0.24 +0.26 - 2.44 - 2.56 1.99 2.46 -
Pt2 1 2.48 0.00 +0.37 - - 2.50 - - 2.53 2.01
Re3 2 2.26 0.00 -0.29 2.27 - - 2.42 2.02 - -
Re2Pt1 1 1.73 0.04 +0.12 2.14 2.36 - 2.60 2.03 2.69 -
Re1Pt2 4 2.62 -0.39 +0.30 - 2.47 2.61 2.43 2.00 2.50 -
Pt3 3 2.90 0.00 +0.30 - - 2.54 - - 2.53 2.08
Re4 1 2.35 0.00 -0.23 2.31 - - 2.73 2.04 - -
Re3Pt1 2 2.27 -0.01 0.00 2.31 2.51 - 2.75 2.15 - -
Re2Pt2 1 3.88 -0.51 +0.27 2.19 2.36 - 2.59 2.02 2.47 -
Re1Pt3 2 2.14 -0.39 +0.28 - 2.30 - - 1.99 2.54 2.19
Pt4 3 2.38 0.00 +0.32 - - 2.55 - - 2.60 2.15
Re5 4 2.14 0.00 -0.18 2.42 - - 2.75 2.18 - -
Re4Pt1 3 1.82 -0.09 -0.11 2.35 2.45 - 2.57 2.17 - -
Re3Pt2 2 4.56 -0.78 +0.38 2.30 2.40 - 2.64 1.96 2.60 -
Re2Pt3 1 2.61 -0.48 +0.17 2.22 2.39 2.62 - 2.10 2.57 -
Re1Pt4 2 2.80 -0.62 +0.25 - 2.35 2.55 - 2.17 2.56 2.10
Pt5 1 2.21 0.00 +0.42 - - 2.57 - - 2.56 2.18

There have been numerous theoretical studies of Pt clusters supported on γ-Al2O3 in
recent years [7, 113, 201–203]. However, none of those works have dealt with the global
optimization of the combined cluster and substrate systems. The putative global min-
ima of these Ptn/γ-Al2O3 clusters—except for Pt1 and Pt5—differ from those reported
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in the literature [7, 113, 201] in either the geometry, the adsorption configuration, or
both. These structural discrepancies can be attributed to the unbiased global explo-
ration of the PES of the combined system, which allows us to find structures that are
not accessible by simple local relaxations. The preferred adsorption site of the single
Pt atom is in a hollow site of the surface, which is consistent with the results presented
in previous works by Aaron-Deskins et al. [197] and Mei et al. [201]. In this site, the
Pt atom binds strongly to the oxide surface with an adsorption energy (Eads) of 3.41
eV, which is slightly smaller than the value of 3.50 eV reported in those works. This
difference might be caused by the use of different XC functionals and basis sets. Never-
theless, the interaction of a single Pt atom with the pristine γ-Al2O3 (100) is stronger
than that of most other clusters considered in this work (only Re2Pt2 and Re3Pt2 bind
more firmly to the substrate). The strong interaction of single Pt atoms with γ-Al2O3

has been experimentally shown to hinder the Pt sintering process, particularly at low
Pt loadings [201]. In contrast to the single Pt atom, the monometallic Ptn (n ≥ 2)
clusters do not bond to the γ-Al2O3 surface as strongly, with lower Eads values ranging
from 2.21 eV for Pt5 to 2.90 eV for Pt3. The Pt dimer adsorbs on γ-Al2O3 surface
with an atom located in a hollow site and the other on top of the first Pt atom, bound
to a pair of AlV atoms in a bridge position. Pt3 forms an isosceles triangle with each
atom of the base in a O-Pt-AlV bridge configuration and the third atom unbound to
the surface. Like its gas-phase analogue, the most stable geometry of Pt4/γ-Al2O3 is
a bent-rhombus. This rhombus is attached to the surface by two Pt atoms bound to
a pair of O atoms and the third one bound to an AlV atom. The structure of the
Pt5/γ-Al2O3 GM cluster is three-dimensional, as opposed to the planar structure of the
GM gas-phase Pt5 cluster [200].

Monometallic rhenium clusters supported on γ-Al2O3 follow similar structural trends
compared to their platinum counterparts. However, the adsorption energies of rhenium
clusters are lower than those of platinum clusters of the same size. The weaker interac-
tion of those monometallic Re clusters with the substrate suggests they are less stable
and might have a higher tendency to coalesce than monometallic Pt clusters. However,
the adsorption energies per se are not enough to predict the coalescence of clusters
and a better descriptor—such as the nucleation energy—is required for this purpose.
Understanding the nucleation and growth of supported cluster is a crucial step in the
design of better nanocatalysts. Owed to their higher number of active sites compared
to the number of atoms, smaller clusters exhibit higher reactivity compared to larger
ones. Using highly dispersed small clusters and atoms also reduces the required ma-
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Figure 5.10: Calculated adsorption energy (top) and mixing energy (bottom) values for the
RenPtm clusters supported on γ-Al2O3(100).

terial. Thus, the coalescence of small clusters to form large nanoparticles leads to less
efficient catalysts. Therefore, finding mechanisms to hinder the sintering of atoms and
clusters is highly desired. One of such mechanisms is through alloying. By combining
the appropriate metals we can create more stable clusters. For the particular case of
Re-Pt clusters supported on γ-Al2O3, it has been shown that alloying Re with Pt leads
to clusters with higher stability [12]. The nucleation pathways of Re and Pt clusters
were computed by means of the nucleation energy. The most favorable nucleation path-
ways starting from the Re and Pt single atoms are shown in Fig. 5.11. The coalescence
of Pt atoms into Pt clusters is energetically unfavorable.

A Bader charge analysis was performed to understand the bonding mechanisms of
the clusters and to substrate. This analysis indicates that all monometallic Re clusters
transfer electrons to the γ-Al2O3 surface, as can be seen in Table 5.2. In contrast—in
the case of monometallic Pt clusters—the charge transfer is from the surface to the
clusters. The same behavior is also observed in most bimetallic Re-Pt clusters analyzed
here, except in Re3Pt1 and Re4Pt1. A closer inspection of the charge distribution in
those bimetallic Re-Pt clusters revealed that Re atoms tend to oxidize, which is con-
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Figure 5.11: The two most favorable nucleation pathways for Re-Pt/γ-Al2O3 clusters, starting
from single Pt and Re atoms.

sistent with previous experimental works [12]. The calculated charge distributions for
the γ-Al2O3-supported bimetallic Re-Pt clusters are shown in Figure 5.12.

In addition to the charge analysis, calculating the PDOS of these systems can also
help us elucidate the bonding mechanisms between the metal clusters and the substrate.
Figure 5.13 shows the Re, Pt, O and Al orbital PDOS for all the RenPtm pentamers
supported on γ-Al2O3 (100). The main contribution of the Re atoms to the PDOS
around the Fermi level comes from the 5d-states, which spread across the energy range
shown. In the case of the Pt atoms, the main contribution also comes from their
5d-states, but unlike the Re 5d-states they concentrate towards the Fermi level. The
contribution to the PDOS from the 6s-states is negligible compared to that of the 5d-
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Figure 5.12: Charge distribution in bimetallic Re-Pt/γ-Al2O3 (100) GM clusters. A negative
sign indicates a gain of electronic charge.
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states for both Pt and Re. In all the bimetallic clusters, there is barely any overlap
between the Pt 5d-states and the deep O 2p-states. Lastly, the PDOS of the Al atoms
extends far from the Fermi level which suggest no bonds form between the cluster and
the surface Al atoms. These results are in good agreement with experimental works
by Bazin et al, who found that Re forms an oxidized substrate linked to the γ-Al2O3

surface and the Pt atoms sit on top of the Re atoms without forming direct bonds with
the support [12].
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Figure 5.13: Projected density of states (PDOS) for Re-Pt clusters supported on γ-
Al2O3(100): (a) Re5, (b) Re4Pt1, (c) Re3Pt2, (d) Re2Pt3, (e) Re1Pt4, and (f) Pt5. Atomic
orbitals are displayed in different colors: red for Re 5d, dark blue for Re 6s, orange for Pt 5d,
green for Pt 6s, cyan for O 2p and purple for Al 3p. Zero eV denotes the Fermi level.
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Chapter 6

Applications of Machine Learning to
the Study of Adsorption Processes

Although DFT based calculations are the main workhorse methods currently used in
computational materials science, to bring about accurate and predictive simulations is
still quite challenging. This is particularly true for materials with complex structures
and hundreds or thousands of atoms. On top of the large number of atoms involved,
performing extensive PES explorations of such systems—especially when using first-
principles global optimization schemes or ab initio molecular dynamics (AIMD)—poses
an additional challenge since those calculations must be repeated thousands of times.
Since performing predictive in silico experiments using highly precise methodologies is
still a prohibitive task for most extended systems of interest, many computational stud-
ies are limited to the analysis of their electronic structure at equilibrium, while using
the harmonic approximation for mechanical properties. Fortunately, overcoming some
of these limitations is now currently possible by using machine learned molecular force
fields (ML-FFs). Machine learning (ML) algorithms can improve automatically through
experience and by the use of data. They build models based on sample data—known as
training data—to make predictions or decisions without being explicitly programmed
to do so. In the case of ML-FFs, the training data are the geometric configurations of
a particular system together with their respective potential energy values, interatomic
forces or, in the case of periodic systems, stresses.

In recent years, several ML-FFs methods have been developed, which allow us to
perform calculations with the same accuracy of ab initio calculations, but at a fraction
of their computational cost [17, 53–77]. One of those methods is the symmetric gradient-
domain machine learning (sGDML) approach. This highly accurate and data-efficient
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Figure 6.1: Schematic representation of the use of symmetries by sGDML to reconstruct a
periodic PES from a limited number of data samples. The axis in the PES are the x and y

coordinates of the Pd atom in units of the lattice constant of MgO. Models: i) Pure GDML,
ii) GDML+PBC, iii) sGDML+PBC+G, iv) sGDML+PBC+T , and v) BIGDML. Panel vi)
displays the incremental accuracy upon addition of each symmetry for the Pd1/MgO (100)
system.

method can reconstruct force fields from a limited number of geometry samples. When
these samples are extracted from ab initio molecular dynamics (AIMD) trajectories,
it can faithfully reproduce the details of the respective Born-Oppenheimer potential
energy surfaces [54–60]. In contrast with other ML approaches which fit PES mod-
els, sGDML directly learns the functional relationship between interatomic forces and
atomic coordinates, hence the name gradient-domain. By doing so, it avoids the need
to use noisy numerical gradient operators and allows us to construct energy-conserving
fields. It also incorporated all relevant physical symmetries for a particular system,
such as rigid space group symmetries and dynamic non-rigid (fluxional) symmetries.
Figure 6.1 shows how including the physical symmetries of a particular system allows
sGDML to reconstruct its PES from a handful of training samples, even when they
only contain information of a small region of it. Combining those two components al-
lows sGDML to achieve high accuracy with only a limited number of training samples.
To construct a ML-FF from a given training dataset, sGDML starts by encoding the
molecular geometries using a descriptor. After transforming the atomic positions from
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the real space to the descriptor space, then it finds all the equivalent permutations of
the atoms. Finally, it trains the sGDML model using the provided training dataset.
The similarity between a new, unknown geometry and those found in the training set
is measured and then used to make a prediction of its potential energy and interatomic
forces. In order to assess the accuracy of the sGDML model, the predictions given for
a set of unknown geometries (called test dataset) will be compared to their real values.
The difference between the estimated values and the real values provide a quantitative
measurement of the accuracy of a given model. In principle, increasing the size of the
traning dataset will increase the accuracy of the ML model. As a part of this work, I
co-developed an extension of sGDML which incorporates periodic boundary conditions
(PBCs). This extension is called BIGDML—where BI stands for Bravais-inspired—and
it expands the capabilities of sGDML to work with extended systems such as crystals,
2D materials or surfaces [204]. The information provided here is only brief a summary
of the sGDML method, as well as on the BIGDML implementation. Further details
can be found in the literature (see Refs. [54, 55, 60, 204]).

While sGDML has shown great potential for the study of organic molecules, its
applicability to metal clusters —at least in its current state—is somewhat limited. One
of the reasons for this limitation is the inclusion of physical symmetries. In the case
of small organic molecules, the relevant symmetries are usually the point group sym-
metries, as well as the dynamic symmetries of functional groups such as hydroxyl, or
methyl. Thus, the number of symmetry elements for those molecules is at most a few
dozens. However, in the case of highly fluxional metal clusters, the number of relevant
symmetries is not limited to their point group symmetries. It has been shown that
the structure of transition metal clusters can fluctuate between several isomers with
distinct geometries [36, 76, 200]. Therefore, to fully capture the fluxional nature of
these systems, it is necessary to consider all the different, but physically equivalent
ways to permute their atoms which leave the structures unaltered. Thus, the number
of symmetry elements is N ! for a monometallic cluster with N atoms, and N !M ! for a
bimetallic cluster of size N +M atoms. As a result, the number of relevant physical
symmetries for metal clusters quickly becomes insurmountable as they grown in size.
In the case of supported clusters, this problem is even more challenging since we must
also account for the symmetries of the substrate. Given these limitations, we will fo-
cus our attention to a simpler case: single metal atoms. While these systems might
seem overly simple, they are relevant in the context of single-atom catalysts (SACs).
In has been shown that SACs can offer superior catalytic performance com-pared to
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clusters and nanoparticles [205–207]. These heterogeneous catalysts consist of isolated
metal atoms supported on a range of substrates, such as metal oxides, metal surfaces or
carbon-based material. Here we will use single Pt and Pd atoms supported on pristine
magnesium oxide (100) substrates to showcase the capabilities of BIGDML to model
surfaces. Magnesium oxide (MgO) has a rock-salt structure and its (100) facet is a flat
surface with Mg and O atoms in a checkered pattern. The supercell used to model
this surface consists of a 2×2 slab of MgO (100) with 3 layers with a single metal
atom (either Pd or Pt) deposited on the surface, as can be seen in Figure 6.2. The
calculations were performed in Quantum Espresso [103, 104] using the Perdew-Burke-
Ernzerhof (PBE) [85] exchange-correlation functional and plane-wave basis sets with
scalar-relativistic-corrected ultrasoft pseudopotentials. Energy cutoffs of 50 Ry were
employed for the basis sets. In all cases, a uniform 3×3×1 Monkhorst-Pack grid of
k-points was used to integrate over the Brillouin zone. To generate the databases, we
ran AIMD at 1000 K with time steps of 1.0 fs during 10,000 steps. A BIGDML model
was traning using 200 training samples.

Mg O Pd8.69 Å 8.69 Å

20
.0

 Å

(a) (b)

Figure 6.2: (a) Slab used to model the Pd1/MgO (100) surface and (b) its top view. Magne-
sium atoms are in green, oxygen atoms in red and palladium atoms in cyan.

The full symmetry group for M1/MgO (M=Pd,Pt) is T (2)
2×2 ⊗ C4v, which has 64 ele-

ments. In this context, the metal atom is chemisorbed at an oxygen site and the lowest
energetic barrier that the Pd atom experiences is of 0.45 eV for Pd and 0.97 eV for Pt. In
Figure 6.3 we show the minimum-energy path (MEP) of a Pd atom displacing from one
minimum to another on the MgO surface computed by the nudged elastic band (NEB)
method. It must be noted that the adatoms never crossed this barrier during the MD
simulation used to generate the reference dataset. Hence, even though the model did
not have information regarding the saddle point, the energetic barrier for Pd1/MgO was
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Figure 6.3: Comparison of the minimum-energy path between neighbouring oxygen-sites for
(a) Pd and (b) Pt single atoms supported on MgO (100) surfaces using BIGDML (continuous
line) and the reference method, DFT/PBE (circles).

nevertheless correctly modeled by BIGDML by incorporating translational and Bravais
symmetries. However, the MEP for Pt1/MgO was only accurately reproduced near the
minima and its height was underestimated by about ∼0.20 eV. This difference can be
attributed to the higher value of the MEP for Pt1 (0.97 eV) compared to that of Pd1

(0.45 eV).

While calculating the MEP provides a valuable assessment of the accuracy of ML
models, it hides the true capabilities of ML-FFs. The full potential of BIGDML lies
on its ability to be used to calculate dynamic properties which require long-timescale
simulations, such as the diffusivity of atoms. However, both Pd1 and Pt1 must over-
come relatively high energy barriers to diffuse on the MgO (100). For this reason,
we will focus our attention on an alternative problem: the diffusion of H in bulk Pd.
Although the main topic of the present work is the interaction of transition metal clus-
ters with small molecules, the motivation to study H in Pd remains the same: the
research and development of renewable fuels. Hydrogen has become a promising alter-
native to fossil fuels as a cleaner energy source. Nevertheless, finding a safe, economical
and high-energy-density hydrogen storage medium remains a challenge [208]. One of
the proposed methods is to store hydrogen in interstitial sites of the crystal lattices
of bulk metals [208–210]. Among these metals, palladium has been widely researched
as a candidate, since it can absorb large quantities of hydrogen in a reversible man-
ner [209]. Characterizing the diffusion of hydrogen in the crystal lattices at different
temperatures is crucial to assess their performance as storage materials. In this case,
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we used a supercell of 3×3×3 with 32 Pd atoms and a single hydrogen atom. The
calculations were performed at DFT/PBE level of theory using the Quantum Espresso
software. The database was generated by running AIMD at 1000 K. We used time steps
of 1.0 fs and a total dynamics of 6 ps. Monkhorst-Pack grids of 3×3×3 k-points were
used to integrate over the Brillouin zone for all materials. After training a BIGDML
model using 100 training samples, we ran simulations at various temperatures from
300 K to 1000 K. We run both Born-Oppenheimer molecular dynamics (BOMD) and
path-integral molecular dynamics (PIMD), which incorporate nuclear quantum effects
(NQEs), using the interface of BIGDML with the i-PI simulation package [211]. The
inclusion of NQEs is necessary to accurately describe the dynamics of light atoms such
as H [209]. In each case, we employed a time step of 2.0 fs during 2,000,000 steps, for a
total simulation time of 4 ns. Using this data we were able to compute the H diffusivity
as a function of the temperature.
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Figure 6.4: (a) Minima of the trajectory used to calculate the minimum-energy path (MEP)
for the diffusion of H in FCC Pd. (b) MEP as calculated using BIGDML (continuous line)
and DFT-PBE (circles) between adjacent O- and T-sites. (c) Diffusivity of H in bulk Pd
as a function of the temperature. The cyan squares and red diamonds represent the values
calculated running BOMD and PIMD using the BIGDML model, respectively. The lines are
the Arrhenius fit to the data from MD@BIGDML (cyan, dashed), PIMD@BIGDML (red,
solid) and TST-PIMD by Kimizuka et al. (gray, dash-dotted) [209]. Experimental data was
taken from Refs. [212] (blue circles), [213] (orange triangles) and [214] (green crosses).

From the generated classical (BOMD) and quantum (PIMD) trajectories we have
estimated the diffusivity of the hydrogen atom as a function of the temperature, which
are shown in Figure 6.4-C along with transition-state theory (TST) results and exper-
imental data. Usually, this quantity is estimated by using transition rate theory which
only considers the energetics of the system (energy barrier and relative energy between
adjacent states) [209]. A more robust methodology is to directly compute the diffusivity
from the molecular dynamics results using the mean-square displacement analysis [215],
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an option which MLFFs make feasible due to the long-time simulations required while
keeping ab initio accuracy. From these results we observe an Arrhenius temperature
dependence for the diffusivity (D(T ) = D0e

−Q/kT ) in both the BOMD and the PIMD
cases, which is expected in the range of temperatures considered. While the TST-PIMD
results by Kimizuka et al. [209] (D0 = 9.90×10−7 m2/s, Q = 0.23 eV) accurately repro-
duce the experimental activation barrier Q for H in Pd, they considerably overestimate
the value of the pre-exponential factor D0. In our case, the diffusivity of H in Pd at
lower temperatures is overestimated by BOMD (D0 = 0.95 × 10−7 m2/s, Q = 0.151

eV), but it is close to the reported values at high temperatures. Meanwhile, both the
activation barrier (Q = 0.231 eV) and the pre-exponential factor (D0 = 2.70 × 10−7

m2/s) calculated using BIGDML@PIMD are in excellent agreement with the experi-
mental data at all temperatures.

The results presented in this chapter showcase the advantages of using ML-FFs to
accelerate the study of complex materials. By performing a single AIMD simulation and
training a BIGDML model using only a fraction of the generated date, it was possible to
run multiple MD simulations at lower temperatures and even include nuclear quantum
effects. It these additional simulations were to be run using full DFT calculations, they
would require at least two orders of magnitude more computation time. Thanks to the
use of physical symmetries, BIGDML is capable of achieving this feat using only 100s
of data samples extracted from the original AIMD simulation. The use of BIGDML to
analyze other periodic systems was also explored, but only those relevant to the topic
of this thesis were presented here. A full description of BIGDML and its applications
can be found in Ref. [204].
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Chapter 7

Conclusions and outlook

In the first part of the present work, a systematic study on the adsorption of CO2 on
Cu4−xPtx, and H2 on Cu4−xAux and Cu4−xPtx gas-phase clusters was carried out. In
order to locate the most stable structures, the PES of each cluster composition was ex-
plored using an unbiased Monte Carlo Basin Hopping algorithm. For the monometallic
Cu4 and Au4 as well as the bimetallic Cu4−xAux clusters, the most stable geometries
were all planar. As for Pt4 and Cu4−xPtx clusters, the lowest-energy structures were
either tetrahedra or quasi-planar bent rhombi. In general, Cu4−xPtx showed higher
binding energies than Cu4−xAux clusters, which indicates that Cu atoms bind more
strongly to Pt atoms than to Au atoms.

After finding the lowest energy geometries, the analysis of the adsorption process
was performed on the putative global minima of each composition. All non-equivalent
adsorption sites were explored for each cluster composition. In the case of molecular
adsorption of H2 on Cu4−xAux and Cu4−xPtx clusters, two adsorption modes were ob-
served: a dissociative mode where the H-H bond was cleaved; and a non-dissociative
mode. The dissociative adsorption occurs on Au4 and on all the clusters which contain
Pt atoms. On the rest of the clusters, the adsorption was non-dissociative and the pre-
ferred adsorption site for the H2 molecule was on-top of the Cu atom. In general, the
Cu4−xPtx clusters exhibit larger adsorption energy values compared to the Cu4−xAux

clusters, and show a tendency to increase with number of Pt atoms. These results
suggest that Cu-Pt clusters are better candidates that Cu-Au clusters for catalytic re-
actions that involve hydrogen activation.

From the study of the molecular adsorption of CO2 on Cu4−xPtx clusters, it was
found that the strongest interaction between the molecule and the cluster occurred
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on the Cu2Pt2 cluster. This composition also had the best mixing tendency among
the bimetallic Cu4−xPtx clusters, as suggested by its favorable mixing energy value.
These results suggest that the Cu2Pt2 cluster is an excellent candidate to capture CO2

molecules; however, further research is needed to assess its performance in a catalytic
process. In all cases, the CO2 molecule bends upon adsorption and this correlates
with charge transfer to the LUMO frontier orbital of the molecule. The interaction of
the CO2 with the clusters causes a structural conversion in the Cu3Pt1 and Ptx clus-
ters, which can be explained due to the relatively small activation energies between the
global minimum and the first low-lying cluster geometries. A more suitable composition
for catalysis is Cu3Pt1, which has stronger binding energy than Cu2Pt2 and a similar
mixing energy value. Cu3Pt1 has a lower CO2-adsorption energy compared to Cu2Pt2
which might be desirable for optimal catalytic performance.

In the second part of this work, a thorough global exploration of the potential en-
ergy surface of subnanometer gas-phase and γ-Al2O3-supported RenPtm clusters was
performed. We found numerous morphologies for the diverse compositions and sizes.
For clusters up to four atoms and for all the monometallic platinum clusters, the most
stable geometries were planar or quasi-planar. In contrast with our study on Cu4−xPtx
gas-phase clusters, the putative global minima found for Pt4 is a bent rhombus and the
first isomer is the tetrahedron. This disagreement might be attributed to the use of
plane-wave basis sets for the DFT calculations, instead of Gaussian-type orbitals. In
the case of Re clusters, there was a transition to three-dimensional geometries for those
with five or more atoms. In the bimetallic clusters, we found that Re atoms tend to
aggregate in the center of the clusters, while the Pt atoms segregate and tend to not
form bonds between themselves. The stability of the clusters was analysed by means
of different energy descriptors, which predict that the most stable structure overall is
the octahedral Re6 cluster. Doping pure Pt clusters with a single Re atom is enough
to add more stability to the clusters since it increases their binding energy significantly
and widens their HOMO-LUMO gap values. This type of clusters also show the best
mixing tendency among the bimetallic clusters. An analysis of the thermal behavior of
those Re-Pt with five atoms was carried out by means of the harmonic superposition
approximation. While the harmonic approximation neglects the anharmonicity of the
PES and thus can only be accurate at low temperatures, it still provides a qualitative
insight into the relative stability of the low-energy isomers. Overall, this analysis sug-
gested that is more probable to find cluster geometries with lower symmetries, which
tend to be more abundant at high temperatures compared to highly symmetric clus-
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ters. In most cases, however, the structures with the highest occupation probabilities
throughout the temperature range considered were those with the lowest total energy.

The study of the RenPtm adsorbed on the γ-Al2O3 (100) revealed that the same
structural trends found in the gas-phase can be observed for the supported clusters.
Rhenium atoms bind to the support forming an oxidized substrate, while platinum
atoms attach to the rhenium atoms and try minimize the bonds with the surface.
This findings confirm experimental observations on the structure of Re-Pt clusters sup-
ported on γ-Al2O3. The calculated adsorption energies indicate that the most stable
Re-Pt clusters supported on γ-Al2O3 (100) are Re2Pt2 and Re3Pt2. All possible nucle-
ation pathways starting from single atoms were analysed by means of the nucleation
energies. It was found that the most favorable nucleation routes lead to the Re3Pt2
and Re5 clusters, while the least favorable path is the coalescence of Pt atoms into
monometallic clusters. This finding suggests that alloying Pt clusters with Re adds
structural stability compared to monometallic Pt clusters. The electronic properties of
those γ-Al2O3-supported Re-Pt clusters were also investigated. A Bader charge anal-
ysis revealed that Pt-rich clusters transfer electrons to the γ-Al2O3 substrate, while
the opposite is true for their Re-rich counterparts. The charge analysis also suggested
that Re atoms tend to oxidize, while Pt atoms tend to reduce. The computed PDOS
confirmed that the clusters binds to the substrate mainly through Re-O bonds, with
negligible contributions from the Pt and Al atoms.

In the final section, a ML approach was employed to study the adsorption of sin-
gle metal atoms on a pristine MgO surface, as well as the diffusion of H in bulk Pd.
BIGDML, the ML method used for these studies, was able to reproduce the fine details
of the PES of those systems, using only a small fraction of the training samples extracted
from MD runs. This data-efficient method provided reusable force fields with the ac-
curacy ab initio methods but at a much lower computational cost. Using BIGDML,
it was possible to carry on multiple long-timescale MD simulations—including nuclear
quantum effects—to calculate the diffusivity of H atoms in Pd. The diffusion coeffi-
cients obtained in this study were in excellent agreement with those experimental values
reported in the literature.

The use of modern computational chemistry tools—namely DFT, BH-DFT and
ML—enabled the study of the physical and chemical properties of transition metal clus-
ters in this work. Assessing the effect of the interaction of small molecules and metal
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oxide surfaces with those clusters was a central element of this study. It was found that
those interactions can induce significant changes in the structural and electronic prop-
erties of those clusters. While the same could be said about other systems, the highly
fluxional nature exhibited by transition metal clusters amplifies those effects. Hence,
the fluxionality of metal clusters cannot be ignored if we want a complete study of their
properties. To accomplish this task, a exhaustive exploration of their energy landscape
must be performed to find all the relevant low-lying structural isomers. However, a
thorough PES exploration of supported clusters remains a computational challenge,
even on current powerful computers. Among the several obstacles that make this task
so difficult are the enormous number of atoms required to model realistic substrates.
The supports considered in this study were limited to pristine metal oxide surfaces,
which were enough to reveal useful insights into the general properties of supported
clusters. Nevertheless, a more complete analysis requires considering surface defects
or the presence of molecules such as oxygen, hydrogen or water. Another key element
that should be considered is the effect of the temperature on the catalytic properties of
supported clusters.

On top of the sheer complexity of supported clusters, there is another issue that
must be considered: the limitations of DFT, particularly for highly correlated systems.
Overcoming those limitations requires the use of advanced methodologies such as cou-
pled clusters calculations, which can be orders of magnitude more demanding than
DFT. Combining all these factors leads to highly complex systems, which require sub-
stantial computational resources to be modelled. These problems are not exclusive to
supported clusters, and they can be found in all areas of materials science and chem-
istry. For this reason, machine learning techniques have been applied in an effort to
reduce the computational costs involved. By using these techniques, the data generated
by computational calculations or experiments can be used to make new predictions and
accelerate the research and discovery of new value-added materials. While there is still
a lot of room for improvement in these areas, there are clear signs that we are taking
steps in the right direction. We are not far from the day when we will able to read-
ily design new and better catalysts in silico, with reduced cost and enhanced properties.
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Appendix A

Coordinates of the γ-Al2O3 unit cell

40

lattice="5.587 0.000 0.000 0.000 8.413 0.000 -0.083 0.000 8.068"

Al 1.999586 0.630975 4.937354

Al 3.504337 7.782025 3.130218

Al 3.504337 4.837475 3.130218

Al 1.999586 3.575525 4.937354

Al 0.576479 4.871127 6.954247

Al 4.927444 3.541873 1.113325

Al 4.927444 0.664627 1.113325

Al 0.576479 7.748373 6.954247

O 4.892156 3.415678 7.252747

O 0.611766 4.997322 0.814825

O 0.611766 7.622178 0.814825

O 4.892156 0.790822 7.252747

O 3.329125 7.714721 4.953489

O 2.174797 0.698279 3.114083

O 2.174797 3.508222 3.114083

O 3.329125 4.904779 4.953489

O 1.923694 3.415678 6.881639

O 3.580229 4.997322 1.185933

O 3.580229 7.622178 1.185933

O 1.923694 0.790822 6.881639

O 0.718085 7.706308 5.139043

O 4.785837 0.706692 2.928528

O 4.785837 3.499808 2.928528
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O 0.718085 4.913192 5.139043

Al 2.095831 6.309750 1.016514

Al 3.408091 2.103250 7.051058

Al 4.878241 6.309750 1.008446

Al 0.625682 2.103250 7.059125

Al 3.374112 6.309750 6.010341

Al 2.129810 2.103250 2.057231

O 4.849537 6.309750 7.051058

O 0.654385 2.103250 1.016514

O 1.959812 6.309750 7.172071

O 3.544111 2.103250 0.895500

Al 4.808143 2.103250 4.017651

Al 0.695779 6.309750 4.049921

O 3.377248 2.103250 5.163246

O 2.126674 6.309750 2.904326

O 0.685394 2.103250 5.058367

O 4.818528 6.309750 3.009204
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